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Abstract

Ultracold molecules promise to leverage the insight into a diverse research field ranging from
controlled ultracold chemistry over precision measurements of parity violating effects to
strongly correlated dipolar quantum many body systems. However, the additional degrees of
freedom associated with vibration and rotation of molecules preventing the direct transfer
of atomic cooling techniques. Still, direct laser cooling of molecules has undergone rapid
development in recent years and bridged the gap between cryogenic temperatures (T ≈ 1K)
and the deep ultracold regime (T < 1mK). The limiting factor in recent experiments is
the low number of molecules loaded into the initial magneto-optical traps, inhibiting the
application of evaporative cooling as the natural subsequent step. Thus, high flux sources of
cold and slow molecules are highly required.
In this thesis a radiative beam slowing method for laser-coolable molecules working on

a type-II level structure has been developed inspired by atomic Zeeman slowing. The new
type-II Zeeman slowing scheme relies on the decoupling of angular momenta in the Paschen-
Back regime and the resulting simplified level structure. The scheme allows the deceleration
force to be tailored velocity-selective with the ability to address a large class of velocities as
a function of position in an inhomogeneous magnetic field. Three-dimensional Monte Carlo
simulations show continuous deceleration and compression of the one dimensional velocity
distribution down to velocities which can be captured by molecular magneto-optical traps.
The feasibility of the scheme has been shown in an atomic test experiment implementing

type-II Zeeman slowing on the D1-line of 39K. A flux of ΦII = 3.3·109 s−1cm−2 under 35m s−1

has been achieved. The longitudinal velocity distribution is compressed into a narrow velocity
peak with a longitudinal temperature of T‖ = 270mK. It is thereby the first experimentally
shown technique which is continuous and dissipative in molecule-like level structures.

The experimental implementation of white-light slowing in the same setup results in a flux
of Φw = 1.5 · 108 s−1cm−2, a factor of 20 lower than the attained flux of the type-II Zeeman
slower. The traditional type-I Zeeman slower, whose implementation is inhibited in type-II
level structures, has been realized as a benchmark. A flux of ΦI = 5.5 · 109 s−1cm−2 has been
achieved, which is a factor of only 1.66 higher than the type-II scheme. The differences
in the slowing methods have been identified by Monte Carlo simulations reproducing the
experimental observations and are explained as a result of the efficiency with which the
radiation pressure force is applied.
As a first step towards the implementation of type-II Zeeman slowing with molecules a

laser ablation loaded cryogenic buffer gas beam source has been designed and set up. The
buffer gas flow field has been carefully simulated and the appearance and circumvention
of vortices have been investigated. A first characterization with pulses of 39K has been
conducted and a good agreement to a hydrodynamic description by the sudden freeze model
complemented with a velocity slip has been found. An explanation for multi-peak structures
in the molecular pulses is proposed as a hydrodynamic effect of the high pressure and high
temperature expansion of the ablated material into the cold buffer gas and its impact on the
overall flow field.

Keywords: laser cooling, ultracold molecules, molecular beam slowing, molecular quantum gases

I





Zusammenfassung
Ultrakalte Moleküle versprechen neue Einsichten in diversen Forschungsfeldern die von
kontrollierter ultrakalter Chemie über Präzisionsmessungen paritätsverletzender Effekte bis
hin zu stark korrelierten dipolaren Quantenvielteilchensystemen reichen. Jedoch verbieten
die zusätzlichen Freiheitsgrade der Rotation und Vibration von Molekülen, den direkten
Transfer atomarer Kühltechniken. Das direkte Laserkühlen von Molekülen hat dennoch
eine rasante Entwicklung in den letzten Jahren erlebt und schloss die Lücke zwischen
kryogenen Temperaturen und dem ultrakalten Regime. Der limitierende Faktor in derzeitigen
Experimenten ist die niedrige Anzahl an Molekülen die in die initiale magneto-optische Falle
geladen werden. Daher gibt es eine hohe Nachfrage an Quellen von kalten und langsamen
Molekülen mit hohem Fluss.

In der vorliegenden Arbeit wird über eine neue Methode zum Abbremsen laser kühlbarer
Moleküle auf einem Typ-II Übergang durch die Spontankraft berichtet, welche vom atomaren
Zeeman-Abbremser (Zeeman-Slower) inspiriert ist. Das neue Typ-II Zeeman-Slower Schema
beruht auf der Entkopplung der atomaren Drehimpulse im Paschen-Back Regime und der
daraus resultierenden vereinfachten Energieniveaustruktur. Das Schema erlaubt die Brem-
skraft geschwindigkeitsselektiv anzuwenden und eine breite Verteilung an Geschwindigkeit-
sklassen als Funktion des Ortes in einem inhomogenen Magnetfeld anzusprechen. Drei-
dimensionale Monte Carlo Simulationen zeigen eine Kompression der eindimensionalen
Geschwindigkeitsverteilung und ein kontinuierliches Abbremsen zu Geschwindigkeiten die
ein Fangen in molekularen magneto-optischen Fallen erlauben.
Die Durchführbarkeit wurde an einem atomaren Testexperiment gezeigt, welches Typ-II

Zeeman-Slowing auf der D1-Linie von 39K zeigt und einen Fluss von ΦII = 3.3 · 109 s−1cm−2

unter 35m s−1 erreicht. Die longitudinale Geschwindigkeitsverteilung wird dabei in ein
schmales Geschwindigkeitsfenster mit einer longitudinalen Temperatur von T‖ = 270mK
kompressiert. Damit ist es die erste experimentell realisierte Technik die kontinuierliches
und dissipatives Abbremsen in molekülähnlichen Energieniveaustrukturen erlaubt. Die
experimentelle Realisierung von Weisslicht abbremsen im gleichen experimentellen Aufbau
resultiert in einem Fluss von Φw = 1.5 · 108 s−1cm−2 dies ist einen Faktor 20 kleiner als der
erreichte Fluss des Typ-II Zeeman-Slowers. Der traditionelle Typ-I Zeeman-Slower, dessen
Implementierung in einer Typ-II Energieniveaustruktur unmöglich ist wurde ebenfalls als
Vergleichspunkt realisiert. Ein Fluss von ΦI = 5.5 · 109 s−1cm−2 wurde erreicht, was nur
einen Faktor 1.66 höher liegt als in dem Typ-II Schema. Die Unterschiede der verschiedenen
Bremsmethoden werden mit Hilfe von Monte Carlo Simulationen , welche die experimentellen
Beobachtungen reproduzieren, identifiziert und als Resultat der unterschiedlichen Effizienz
mit der die Spontankraft angewendet wird beschrieben.

Als erster Schritt hin zu einer Implementierung des Typ-II Zeeman Slowers mit Molekülen
wurde eine laserablations geladene kryogene Puffergaszelle konstruiert und aufgebaut. Das
Flussfeld des Puffergases wurde simuliert und die Wirbelbildung und ihre Verhinderung im
Flussfeld untersucht. Eine erste Charakterisierung mit atomaren Pulsen aus 39K wurde
durchgeführt und eine gute Übereinstimmung mit dem hydrodynamischen “Sudden-Freeze”
Modell, erweitert mit einer Geschwindigkeitsverschiebung, wurde gefunden. Eine Erklärung
von “multi-peak” Strukturen in den atomaren Pulsen wird vorgeschlagen, die diese als
hydrodynamischen Effekt der Expansion des abladierten Materials und dem daraus folgenden
Einfluss auf das Gesamtflussfeld der Puffergaszelle beschreibt.

Schlagwörter: Laserkühlen, ultrakalte Moleküle, Molekularstrahlabbremsen, molekulare Quantengase
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1
Introduction

Within this thesis, I present work towards the preparation of laser cooled ensembles of
ultracold polar 40Ca19F molecules. A new radiative beam slowing method for molecules
has been developed and results of a test experiment working with atomic 39K are presented.
Furthermore, I present the design and construction of a cryogenic buffer gas beam apparatus
and revisit the theoretical description of the physical processes at play in these beam sources
complemented with numerical simulations and first measurements.

In the following I will give a brief overview on the broad range of applications for ultracold
molecules (see section 1.1) and the cooling methods for their production (see section 1.2).

1.1. Applications for Ultracold Molecules

Temperature is an essential parameter in atomic physics and the successful production of
ultracold atoms had an immense scientific impact. The workhorse to reach the ultracold
regime with atoms is laser cooling, from which a whole research field of ultracold matter
emerged. The applications of ultracold atoms nowadays range from metrology over simulation
of condensed matter systems to precision measurements and quantum information processes.
In recent years there has been growing interest in the production of ultracold molecules

which are considered to open a similarly large research field with a broad range of scientific
applications [1].

In comparison to atoms, molecules have more degrees of freedom due to their rovibrational
structure and polar molecules exhibit a permanent electric dipole moment. Here, the inter-
particle interaction can be several times larger than for ultracold atoms due to the large
value of the electric dipole moment. Furthermore the associated dipole-dipole interaction is
anisotropic and tunable by static external electric fields. Dependent on the orientation of the
molecular electric dipole moments and the arrangement of the molecules to each other the
interaction can be either repulsive or attractive. There are several exotic states of matter
proposed for such quantum many body systems [2] making it a rich research field.

Another broad research field, which can be studied with ultracold molecules, is the physics
of collisions at low energy [1, 3] and ultracold chemistry [3, 4, 5], where the reactants can be
merged with low collision energies in specific quantum states and maybe even with a specific
orientation to each other. Here reaction pathways might be mapped out giving insight into
transition states during a chemical reaction and reaction barriers therein. Ultimately the
complete knowledge of all quantum numbers of the reactants as well as for the products
would constitute a "complete chemical experiment" [3].

Furthermore ultracold molecules are a promising candidate for quantum computing [6].

1



1. Introduction

The quantized orientation of the permanent electric dipole on an external electric field could
be used as a qubit, whereas the coupling is mediated through the long range dipole-dipole
interaction. A large number of qubits could be produced relatively easily in an optical trap.
Here ultracold temperatures would enable the usage of shallow traps, where decoherence
times can be long [6]. The states are addressible with microwave radiation, another major
advantage in the usage of ultracold molecules.
The internal structure of some molecules gives the possibility for tests of fundamental

symmetries. For example the electric field felt by an electron inside a molecule can be
magnitudes larger (1010Vcm−1) than what is possible to implement in a laboratory (104−
105Vcm−1). Additionally the electron stays inside the molecule while feeling the large inner
electric field and is not accelerated away from the experimental observation region like it
would be the case of a free electron. This gives experimentalists the opportunity to search for
an electric dipole moment of the electron [7, 8, 9] which is predicted by many extensions of
the standard model in physics to explain the matter antimatter imbalance in our universe. Up
to now no dipole moment has been measured, but the precision reached by the experiments
nowadays already cuts deep into the predictions of the theoretical extensions in such a way
that many of these seem unlikely to be true. Other parity violating effects can also be
enhanced for diatomic molecules [10, 11] and recently there have been first measurements
towards nuclear spin dependent parity violating effects in 137Ba19F [12, 13].

Due to the broad range of applications for ultracold molecules [1] the figure of merit might
differ from experiment to experiment. Still a high phase space density and therefore high
molecule numbers at low temperatures are generally beneficial for these experiments.

1.2. Production of Ultracold Molecules

To put this work into perspective, we give a short summary of the different approaches
towards the preparation of ultracold molecular ensembles. Details about laser cooling of
molecules will be given in greater detail in chapter 2.

Assembly from Ultracold Atoms
High phase space density ensembles of ultracold molecules have first been produced through
the association of ultracold atoms by coherent techniques, where the phase space density
is preserved. One possibility is to use magnetic Feshbach resonances [14, 15], to prepare
loosely bound molecules and subsequently transfer them into their rovibrational ground state
through a coherent pathway.
The approach is limited to molecules whose constituents are laser coolable atoms. This

restriction however is not severe if the goal of the experiment is the investigation of quantum
states of matter with long range dipole dipole interactions. Still, the molecules produced are
not suitable for the search of an electron electric dipole moment and the chemical diversity
is limited to molecules composed out of laser coolable atomic species. The direct detection
of the molecules is experimentally challenging and typically they need to be dissociated for a
detection of the atomic constituents.

Buffer Gas Cooling and Supersonic Expansion
A very general method to cool molecules is buffer gas cooling. Here, the molecules of interest
are injected in an inert gas like He or Ne which is cooled to cryogenic temperatures. With
this method molecules can be sympathetically cooled to temperatures limited by the vapor
pressure of 3He to T ≈ 300mK. But the isolation of the molecules from the buffer gas for
later experiments can be challenging and residual collisions with remaining buffer gas atoms
limit the lifetimes and temperatures achievable in subsequent experimental stages [16].

2



1.2. Production of Ultracold Molecules

Cryogenic buffer gas apparatuses also serve as a source of cold and slow molecular beams
[17] by ejecting the molecules of interest through a hole in the cooling cell. These pre-cooled
molecular beams can be an ideal starting point for other cooling methods. An implementation
of a buffer gas cell beam apparatus was part of this thesis as well.
Cold molecular beams can also be produced by the expansion of a room temperature

gas at high pressure into a vacuum chamber [18]. Here, thermal energy is converted in
kinetic energy in a supersonic isentropic expansion. The temperatures reached can be in the
mK-regime but the molecules move at longitudinal forward velocities of v‖ = 200− 600m s−1

in the laboratory frame.

Manipulation through External Fields
If the molecule of interest possess an electric or magnetic dipole moment, the translational
motion can be manipulated by external electric or magnetic fields. In 2003 the first Stark
decelerator was implemented [19], where dipolar molecules can be decelerated by time varying
electric fields from a supersonic expansion to a standstill in the laboratory frame. Here the
molecules climb up a potential well produced by high voltage electric fields and thereby loose
kinetic energy, just when they reach the top of the potential well the high voltage is shut off
and a subsequent electrode provides the next well. The molecules are thereby slowed down
in a Sisyphus like manner. Later the same principle was implemented using magnetic fields
with the Zeeman decelerator [20]. Due to the time varying fields these slowing methods are
not continuous but there are proposals to use static fields and pump the molecules between
low field seeking and high field seeking states along the slowing path [21, 22]. An ingenious
scheme by Zeppenfeld et al [23] uses an electrode with the form of a rotating spiral. Here the
electric field guides the molecules along the spiral, whereas the rotation leads to a centrifugal
potential which the molecules need to climb up and are slowed down while doing so. All
these methods are rather general and can be implemented for a very broad range of molecules
as the only requirement is a sizable electric or magnetic dipole moment. In practice only
relatively light molecules are decelerated by this technique. But deceleration of heavier
particles is under way [24, 25]. Still most techniques conserve phase space and provide only
deceleration rather than cooling1.

Optoelectrical Cooling
In optoelectrical cooling [26] the molecules are confined in an electrostatic potential in weak
field seeking states. On the sides of the potential, at which point the molecule converted
most of its kinetic energy to potential energy, it is transferred via a radio frequency to a
weaker confined low field seeking state. Therefore it gains less energy traveling back to the
trap center than it has lost climbing the potential hill before. The molecule is then pumped
back to the stronger confined state in the low potential region of the trap. The result is
a Sisyphus type cooling, which is applicable to a large class of molecules, where the only
requirement is a sufficiently fast spontaneous decay in the pumping between the strong and
weak confined state realized in the low field region between two vibrational states in [27, 26].
A gas of N = 3 · 105 H2CO molecules at a temperature of T = 420µK has been trapped
using this scheme. The temperature in the experiment is limited due to technical issues
with surface charges on the trap electrodes [27]. The cooling rate at low temperatures is
principally limited due to the time the slow particles need to travel between high potential
regions and low potential regions in the trap [26].

1There are ideas for longitudinal cooling in a continuous Zeeman Sisyphus decelerator by doppler sensitive
pumping between low field and high field seeking states [21]
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1. Introduction

Laser Cooling of Molecules
Laser cooling of molecules produced the coldest samples within the direct cooling methods of
T = 5µK [28]. There are several proposals for further cooling [29, 30] and thereby quantum
degeneracy might be in reach. Due to the optical cycling transitions found in these molecules
the detection can be done optically in non destructive ways.
The scheme is limited to a certain class of molecules, where vibrational decay is limited

due to a quasi diagonal Franck-Condon matrix. Still a large class of molecules was found
for which the different rovibrational decay channels are suppressed enabling laser cooling
schemes on these species. These enable the production of ultracold species, where the atomic
constituents are not laser-coolable themselves. These include heavy species which are difficult
to manipulate by static external fields and molecules which can be used for the search of an
electron electric dipole moment or a nuclear anapole moment.
In the long run it maybe that not molecules are assembled from ultracold atoms but

ultracold atoms are dissociated from ultracold molecules. This could generate species in the
ultracold regime which are not laser-coolable by themselves [31, 32].

This Thesis
Chapter 2 gives a short introduction into laser cooling of molecules. The focus lies here
on the discussion of problems arising due to the complex level structure, hindering the
experimentalist to copy standard devices from ultracold atom laboratories.

Chapter 3 delineates a short requirement catalog for slowing of cryogenic buffer gas beams
and gives a short summary about different radiative beam slowing methods.
Chapter 4 summarizes our radiative beam slowing idea on how a Zeeman slower can be

implemented in the level structure of laser coolable molecules.
Chapter 5 presents the experimental implementation of the new Zeeman slower scheme

on the D1-line of 39K and the comparison to other radiative beam slowing techniques
implemented during this thesis namely white-light slowing and traditional Zeeman slowing.

Chapter 6 deals with the design and construction of a cryogenic beam source using 4He as
a buffer gas. We simulated the 4He flow field with the computational fluid dynamics software
OpenFOAM learning which circumstances lead to vortices inside the cell. We then describe
how the apparatus is build and which components are used.

In chapter 7 first results of the extraction of a atomic 39K beam from the cryogenic buffer
gas beam source are presented and compared to simulations concerning the extraction of the
cell on the one side and to simulations of the beam formation process on the other side.
In chapter 8 a short outlook is given.
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2
Laser Cooling of Molecules

This chapter outlines the main steps in finding a quasi cycling transition for molecules and
the consequences for the application of laser cooling in comparison to atomic laser cooling.
Afterwards I give a short overview over a typical experimental apparatus and describe the
state of the art and locate the differences to an experiment which successfully achieved
quantum degeneracy in an atomic ensemble.

2.1. A Closed Cycling Transition in Diatomic Molecules

Laser cooling relies on the absorption of a large number of photons with a specific directed
momentum and the following non directed spontaneous emission of photons resulting in a
radiative force on the particle. The change in velocity after the absorption of a photon is
called recoil velocity vrec and lies for most atoms and molecules in the vrec ≈ 1cms−1 range.
For bringing particles with thermal velocities of vth ≈ 100−1000m s−1 to a standstill a large
number of photons nph ≈ 104− 105 must be scattered. In comparison to atoms, molecules
possess additional degrees of freedom. For diatomics, which are being discussed here, there
is one rotational and one vibrational mode. This additional level structure complicates
the search of a closed cycling transition for cooling purposes. From an excited state the
molecule can decay into rovibrational modes not addressed by the cooling laser which are
then referred to as dark states for the cooling process. The challenge is to find transitions on
which sufficient photons can be scattered before the molecule decays into such a dark state.

2.1.1. Vibrational Leakage
To prohibit the spontaneous decay into higher lying vibrational levels the molecule needs
to be chosen wisely. As pointed out in [33] by DiRosa there is a large class of diatomic
molecules, which exhibit quasi diagonal Franck-Condon structure limiting the vibrational
branching. Later it became clear that this characteristic is not limited to diatomics [34, 35].
Generally one can estimate if a molecule has quasi diagonal Franck-Condon structure by
investigating whether the valence electron responsible for the magnitude of the dipole matrix
element of the transition is participating in the interatomic bond of the molecule [35]. If it
does not, the bond is not perturbed if this electron is excited, thus the potential surfaces for
the nuclei are similar in the ground and the excited state of the molecule. In this case the
molecule will preferentially decay back to its original ground state. This situation can for
example be found in earth alkaline monohalides. Here, the earth alkaline looses one of its
valence electrons to the halide. Due to this electrovalence, the now positive earth alkaline
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Figure 2.1.: Vibrational branching is mitigated through the choice of
a suitable molecule. (a) An ionic bond in an earth alkaline monohalide
molecule leaves one valence electron free, here for CaF. This radical has quasi
diagonal Franck-Condon factors as the valence electron is not participating
in the binding of the nuclei. (b) Franck-Condon factors for the first two
electronically excited state for CaF, with the corresponding laser wavelengths.

cation and the negatively charged halide anion form an ionic bond, see figure 2.1(a). The
second valence electron left of the earth alkaline does not participate in the bonding and
can be electronically excited without perturbing the potential surface of the nuclei. Figure
2.1 shows the situation for the example of 41Ca19F. On the X2Σ1/2→ A2Π1/2 electronic
transition two vibrational repump lasers are sufficient for beam slowing purposes , whereas
on the X2Σ1/2→ B2Σ1/2 the branching ratios are even more favorable, as can be seen in
Fig. 2.1 (b).

2.1.2. Rotational Leakage

A rotationally closed transition can also be found as pointed out in [36]. Figure 2.2 shows
the rotational structure of the X2Σ1/2 described in Hund’s case (b)1 electronic ground state
and the first electronically excited state A2Π1/2 described in Hund’s case (a) of an earth
alkaline halide. N refers to the rotational quantum number and couples with the electron
spin to form J . The hyperfine structure is not shown for simplicity and as it does not effect
the conclusions drawn here. The levels of the rotational ladder in the X-State alternate
in parity P subsequently [37], while each level in the excited state splits into two levels of
opposite parity due to lambda doubling. Consider the X-state levels with N=1, which both
have negative parity P =−1, are excited to the A2Π1/2 state with positive parity P ′ = +1.
This excited state can only decay back to the N=1 levels of the X-state, since N=0,2 are
forbidden by the parity selection rule for a dipolar transition P ′ ·P =−1 and decay in levels
with N>3 is forbidden by the angular momentum selection rules ∆J = 0,±1. Note that this
transition always involves so called type-II transitions where the angular momentum of the
excited state is less or equal to that of the ground state, in this case J = 1/2→ J ′ = 1/2 and
J = 3/2→ J ′ = 1/2. Every type-I transition with J → J ′ = J + 1 is not rotationally closed
and needs to be repumped via another type-II transition.

1A good description of the different Hund’s cases can be found in [37]
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Figure 2.2.: Rotational ladder of CaF for the ground and the first electron-
ically excited state. Due to the angular momentum selection rule ∆J = 0,±1
and the parity selection rule for an electric dipole transition P ′ ·P =−1, the
transition X2Σ1/2,N = 1,P = −1→ A2Π1/2,N

′ = 0,P ′ = 1 is rotationally
closed.

2.1.3. Dark States and Other Problems
Laser cooling of atoms is typically applied on type-I transitions giving several advantages.
First of all, there are no dark states in these systems. For every choice of polarization each
ground state is coupled efficiently to an excited state. Consider for example the application
of circularly polarized light on an atom aligned in a magnetic field in such a way that either
σ+ or σ− transitions are driven as it is shown in figure 2.3(a). The atom will be pumped
to a transition between the stretched states |J,mJ =±J〉 → |J ′,mJ ′ = J ′〉. These have the
largest polarizability and are a closed 2-level cycling transition. For type-II level systems
as they appear for laser coolable molecules the application of radiation pressure is not as
straightforward as can be seen in figure 2.3(b). For each choice of polarization the molecule
will quickly be pumped into a dark state and the radiation pressure force will drop to zero.

When multiple polarizations are used each energy level itself can be coupled to an excited
state level and there are no classical dark states. Consider for example the application of
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Figure 2.3.: Characteristics of photon cycling in type-I and type-II level
systems. (a) In type-I level systems cycling is possible on a magnetically
tunable two level transition and no dark states are present. (b) In type-II level
systems there are dark states for every choice of polarization. Destabilization
of dark states leads to coupling of every ground state level to an excited
state level. The transition frequencies behave differently in a magnetic field,
prohibiting the straightforward implementation of magneto optical traps
and Zeeman slowers. (c) Mixed polarizations lead to Λ-type level structures
where coherent dark states can be present.
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light driving σ+ and σ− at the same time to the above system as in figure 2.3(c). Here,
two ground states are coupled to one excited state, leading to a so called Λ-system. The
molecules will be pumped into a coherent superposition whose time evolution vanishes and
the excited state will not be populated[38]. In this coherent dark state no more photons will
be scattered.
But these dark states can be destabilized by either applying a magnetic field, switching

the polarization with a frequency comparable to the excited state lifetime or the application
of microwaves [38]. With this the efficient application of laser radiation pressure is possible
and can be used to decelerate molecular beams [39, 40].

2.1.4. Radiation Pressure Force on a Diatomic Molecule
If each transition is driven with infinite laser intensity the population saturates in such a way
that each state is populated with the same probability, the maximum attainable acceleration
through radiation pressure is then given by

amax = Ne
Ng +Ne

· ~kΓ
m

(2.1)

when Ng,Ne are the numbers of sublevels in the ground and excited state respectively.
For a two level system found in atoms this saturates to amax = 1

2 ·
~kΓ
m .

This can be different in multilevel systems. Figure 2.4 shows the full level scheme on the
example of earth alkaline halide with nuclear spin I = 1/2. There are Ne = 4 hyperfine levels
in the excited state and Ng = 12 hyperfine levels in each vibrational ground state. When
the vibrational repumper L01 for ν = 1 is coupled to the same excited state as the main
cooling laser L00 as it is shown in 2.4(b) the number of ground state doubles to Ng = 24
giving a maximum acceleration of amax = 1

7 ·
~kΓ
m . The repumping transition driven by L12

is independent and only a small fraction of photons will be scattered here, so that amax is
determined in the system driven by L00 and L01.
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Figure 2.4.: (a)Full level system on the example of an earth alkaline halide
with nuclear spin I = 1/2, which is the case for example in SrF and CaF.
(b) For deceleration and cooling to the Doppler limit typically 2 vibrational
repump lasers L01 and L12 are necessary. Here, L00 and L01 couple to the
same excited states. The decays are not shown for clarity.

Still, it turns out that for many laser coolable molecules there are multiple electronic
states with quasi diagonal Franck-Condon structure. In figure 2.1 the second electronically
excited state B2Σ1/2 was mentioned with its corresponding Franck-Condon structure and
this state can be included in the vibrational repumping. Thereby the number of excited
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Figure 2.5.: Two alternative vibrational repumping scheme leading to
higher maximum achievable scattering rates due to the involvement of an
increased number of excited states.

states can be enhanced to Ne = 8 in the repumping schemes shown in figure 2.5 bringing
the maximum attainable acceleration to amax = 1

4 ·
~kΓ
m

2. The only requirement here is that
the second electronic excited state does not decay in a cascade over the first excited state,
this would mean a change of parity in the ground state for a molecule experiencing such a
3-photon cycle and they would be lost for a further experiment. The intensities needed to
achieve amax can be different for the two schemes shown in 2.5 and depend on the Franck
Condon factors of both excited states.

2.1.5. Benefits in a Type-II Level Structure
While the type-II level structure increases the complexity at the early stages of the experiment
in steps such as beam slowing and trapping, it also comprises true benefits for the subsequent
cooling stages. The Λ-like structure found in the type-II level scheme is similar to the D1-line
found in alkali atoms and is therefore suitable for sub-Doppler cooling in blue detuned
light, like gray molasses cooling. This robust molasses technique leads to temperatures for
the molecular ensembles of TsubD ≈ 50µK [41, 42]. Recently Λ-enhanced velocity selective
coherent population trapping has also been shown yielding a free space temperature of 5µK
[28]. Furthermore it has been seen that the gray molasses cooling is effective in optical
dipole traps [43] and still works although the dipole trap leads to different stark shifts of
the sublevels due to varying coupling strengths to the excited state. This can have great
potential since phase space density might be subsequently increased by compressing the
molecular ensemble in an increasing gradient dipole trap and the consequential heating can
be eliminated by in-trap cooling.

2.2. Typical Experiment

Experiments towards the goal of producing ultracold molecules by the means of direct laser
cooling follow a common route to each other and in a sense resemble the experimental
structure used in ultracold atom laboratories.

First, a pre-cooled molecular beam is formed where the molecules predominantly populate
the lowest lying rotational and vibrational states. The internal temperature after the pre-
cooling stage typically lies around Tint ≈ 1K [17, 44]. Most often cryogenic buffer gas
beam sources are used where the longitudinal velocity distribution is centered at v‖cen ≈
2Most photons will be scattered from L00 so it is a good approximation to use k and Γ from this transition
to calculate amax
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2. Laser Cooling of Molecules

Figure 2.6.: Sketch of a typical experimental apparatus for direct laser
cooling of molecules. The cryogenic buffer gas beam source (CBGB) pre-
cools the molecules to a few Kelvin through collisions with cold Helium gas.
A beam is formed through a hole in the CBGB and is then slowed down by
radiation pressure from a counter-propagating laser beam. Behind the beam
slowing region a magneto optical trap captures the molecules and cools them
further.

120− 160m s−1 for one stage buffer gas beam sources or between v‖cen ≈ 35− 90m s−1 for
two stage buffer gas beam sources [17]. These beams are then slowed down via radiation
pressure from counter-propagating laser beams to a velocity around vend ≈ 10m s−1 along
a slowing distance between 50− 150cm [39, 40, 45, 46]. To cover the resonance condition
of the slowing laser with the molecules over the whole Doppler range from capture velocity
to final velocity of the slowing process, the frequency of the laser is either chirped [40, 45]
in time or it is frequency broadened [39, 46]. The slow molecules can then be trapped in
a molecular magneto optical trap. This procedure has been successfully implemented for
three types of molecules 40Ca19F [41, 42],88Sr19F[47] and 89Y16O[48]. A sketch of a typical
experiment is shown in figure 2.6.

2.3. State of the Art

Experiments involving direct laser cooling of molecules are developing at a fast pace. Since
the first realization of a three dimensional magneto optical trap in 2014 [47] which reached
a temperature of T = 2.5mK at a molecule number of N = 300 for 88Sr19F there has been
subsequent improvements. The most recent results we are aware of are T = 340µK and
N = 1.1 · 105 for 40Ca19F in 2017 [42] showing the rapid progress in the field.
Important steps for improvement have been the involvement of different electronically

excited states for the vibrational repumping during the beam slowing as shown in 2.5 [40].
A second ingredient for raising the molecule number has been the work in [52, 53, 54] which
gave the theoretical background of the capture and cooling processes at work in type-II
magneto-optical traps. This led to capture schemes such as the two color MOT and the
radio frequency MOT3 which outperform the methods used before [56, 42, 41].
After the initial trapping the molecules can be cooled further with blue detuned optical

molasses [41] and can afterwards be loaded into conservative traps, such as magnetic [57, 58] or
optical traps [43]. Table 2.1 shows results obtained at different stages in current experiments.
The fifth column of table 2.1 shows the results of a typical atomic experiment which

produced a Bose Einstein condensate of 1 .1 · 106 23Na-atoms in our neighboring laboratory
[59, 60, 61]. Compared to the molecular experiments the temperatures reached at the different
stages show similar results. This is different for the number of molecules which is 4-5 orders
of magnitude lower than compared to the atomic case. If the experiments aim for high phase
3the RF-MOT was already shown before to have an advantage in two dimensions and the processes have
been explained qualitatively [55]
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40Ca 19F 40Ca 19F 88Sr 19F 89Y 16O 23Na

Harvard Imperial Yale Boulder Hannover
40Ca19F [43] 40Ca19F [49, 50] 88Sr19F [51] 89Y16O 23Na

NMOT 105 2 · 104 104 1.5 · 104 3 · 109

TMOT 350µK 730µK 250µK 7mK (235µK)
TsubD 40µK 55µK 50µK – 50µK
Nmag – 5 · 103 103 – 1 · 109

Tmag – 70µK 240µK – 100µK
Nopt 150 – – – 107

Topt 60µK – – – 10µK
ρps 2 · 10−9 2.6 · 10−12 6 · 10−14 – > 2.6
Ncon – – – – 1.1 · 106

(Tcon) – – – – (80 nK)

Table 2.1.: State of the art of current experiments involving direct laser
cooling and trapping of molecules. The phase space density ρps given corre-
sponds to the highest achieved in the given experiment. The temperatures
in the MOT’s TMOT is after the ramp down of the laser intensity which is
done after an initial capture sequence.

space densities to reach quantum degeneracy, increasing the molecule number is a must. The
striking molecule number difference has its origin in the loading phase of the MOT, where
the combination of slowing method and buffer gas beam source leads to relatively low fluxes
at trappable velocities. The losses in the subsequent stages are comparatively moderate.
Possible pathways for the future would be to overlay the trapped molecules with laser-

cooled atoms for the purpose of collisional studies or sympathetic cooling. If the captured
number of molecules is high enough evaporative cooling can be studied to reach even lower
temperatures. This step has not been shown for the molecules of interest up to now but there
are promising proposals [62, 29] that evaporative cooling could be highly efficient by shielding
inelastic processes with the application of blue detuned microwaves or a combination of
static electric and magnetic fields. Still, with the low molecule numbers achieved in the
experiments up to now evaporative cooling might be challenging.
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3
Slowing of a Molecular Beam

Parts of this chapter have also been published elsewhere [63, 64]. The following chapter is to
some extent identical to these publications.

3.1. Requirement Catalog of Molecular Beam Slowing

The brightest beams of laser coolable molecules are produced by laser ablation loaded buffer
gas beam sources. These produce beams with forward velocities of v‖ ≈ 120− 150m s−1

with a longitudinal velocity spread characterized by a full width at half maximum of ∆v‖ ≈
40− 70m s−1. The produced molecular pulses have a temporal shape with a characteristic
timescale ∆t of several ms. In order to be trapped in magneto-optical traps the particles
coming from such a source need to be slowed from their initial velocities down to velocities
vcap trappable by the magneto-optical trap of about vcap ≈ 5− 11m s−1 [42, 50]. For an
exemplary cell with v‖ = 140m s−1 and a temporal pulse width of ∆t= 3ms the molecular
pulse has a spatial extent along the center beam line of at least ∆z ≈ 0.4m. Along to the
spatial extension of the molecular pulse comes the aforementioned longitudinal velocity
spread showing that a following slowing device needs a large phase space acceptance.
The best slowing method would ensure that all molecules traverse the trapping region

downstream of the source with a velocity equal to or lower than the trapping velocity of the
molecular magneto-optical trap. To ensure that, the method would ideally be continuous
in comparison to the pulse width of the buffer gas source and it would be dissipative to
compress the whole longitudinal velocity distribution into the narrow trappable velocity
window. While a variety of slowing methods for rovibrationally cold molecular beams exist,
including two stage buffer gas cooling [65], Stark and Zeeman deceleration [66, 20], centrifuge
deceleration [23], white-light slowing [39, 46] and chirped light slowing [40, 45], all shown
techniques are either not continuous, have only poor control on the final velocity or do not
compress the 1-dimensional velocity distribution of the molecules. This limits the number
of molecules loaded into magnetic or magneto-optical traps to a fraction of the numbers in
atomic experiments [42, 41, 56, 67].

3.1.1. Stark and Zeeman Deceleration
The most investigated slowing technique for molecules is the Stark decelerator. In practice
this can only be used if the electric dipole to mass ratio is comparably large such that the
stopping distance is not extensively long. The same is the case for a Zeeman decelerator,
where the magnetic moment to mass ratio needs to be relatively large. Both circumstances
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are not given for most laser coolable molecules. Additionally these devices work with pulsed
fields and therefore they are not well suited to slow down molecular beams coming from
cryogenic buffer gas beam sources due to their low phase space acceptance. Instead they are
typically seeded with supersonic expansion beam sources which lead to considerably faster
beams [17]. Therefore nearly all experiments work with radiative beam slowing techniques
rather than using external electric or magnetic fields to slow down the molecular beam.
Recently a buffer gas cell emitting pulses with a duration of t= 240µs has been realized, how
a cell of the same design can be coupled to a Stark decelerator is currently investigated [68].

3.1.2. Slowing with stimulated light forces
There are several proposals suggesting to slow a molecular beam with stimulated light
forces. Either in a standing wave leading to the bichromatic force [69] or with co- and
counter-propagating chirped laser pulses driving the population of the molecule back and
forth between the ground and the excited state [70]. The bichromatic force has recently been
used to deflect a molecular beam [71, 72]. These schemes can work continuously and are
principally suitable to slow down molecules from cryogenic buffer gas beam sources. The big
advantage of these slowing methods is the high deceleration force which is not limited by the
lifetime of the excited state. Another benefit is that spontaneous emission can be efficiently
reduced during the slowing process. Therefore the schemes can be used for molecules where
the Franck-Condon Matrix is not as diagonal as it is needed for radiative slowing. Despite
these advantages, the big technical challenge is their demand of very high laser intensities
I > kWcm−2, for the force to be large compared to the radiative force. With available laser
systems this leads to very small slowing beam diameters w < 1mm, such that only a very
small portion of the beam can be slowed. Still, these techniques are considered and may be
used for efficient beam slowing in the future.

3.2. Radiative Beam Slowing Methods

Due to the aforementioned drawbacks of the other methods most experiments use radiative
beam slowing methods on which we want to focus from here on. Slowing of a molecular
beam can be achieved by shining in a resonant counter-propagating laser beam. By directed
absorption and undirected emission of photons the particles are slowed down by the radiation
pressure. The frequency of the slowing laser dictates the velocity classes being slowed down
due to the corresponding Doppler shifts. For efficient deceleration the resonance condition
has to be met by the slowing laser over the whole velocity range. In principle, there are three
different methods to accomplish this. Firstly, the slowing laser can be frequency broadened
so that all velocity classes are resonant (white-light slowing). Secondly, the frequency of the
slowing laser can be chirped in time, so that the resonance condition is fulfilled while the
particles are slowed down (chirped light slowing). Lastly, the resonance frequency of the
particles is altered in a spatially inhomogeneous magnetic field (Zeeman slowing). Figure 3.1
(a) shows the force profiles of these three different slowing methods along with corresponding
time (b) and space (c) trajectories of particles with different velocities during the slowing
process. The bottom row shows the corresponding graphs for Zeeman slowing, where the
force profile is altered along the slowing path. It is the only method where all particles reach
their final velocity at the same point in space. Whereas for white-light slowing and chirped
light slowing the particles reach the target velocity at different points in space and the width
of the velocity distribution is thereby projected on the slowing path. Zeeman slowing and
white-light slowing are continuous methods while chirped light slowing, due to its nature
will lead to pulses of slow particles.
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Figure 3.1.: (a) Application of the deceleration force when amax = 105ms−2

of different radiation pressure slowing methods while decelerating particles
from 160m s−1 down to 10m s−1. (b) One dimensional velocity trajectory
simulations over time t during the slowing process. (c) One dimensional
velocity trajectory simulations over slowing distance z during the slowing
process. Note that Zeeman slowing is the only method where all particles
reach the target velocity at the same point in space

When it comes to trap loading the most often used technique in atomic experiments is
Zeeman slowing. The reason lies in the fact, that for trap loading the particles have to
traverse a specific trap volume with a velocity equal to or lower than the corresponding
capture velocity of the trap. So far we have only talked about one dimension. Any additional
transverse velocity can lead to a loss of particles due to transverse spreading. This effect is
minimized if the time the particles need to reach the trap volume is reduced. This is another
benefit of the Zeeman slowing technique as all particles first fly with their initial velocity
and are only slowed down when it is needed, therefore losses due to transverse spreading
are efficiently lessened. Furthermore, it combines the advantageous characteristics of the
other slowing methods, being continuous as in white-light slowing and having a well defined
final velocity as chirped light slowing. All these effects add up and make Zeeman slowing
the most effective radiative slowing method for the purpose of trap loading.
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4
A Zeeman Slower for Diatomic Molecules

During the time of this thesis a Zeeman slower scheme for laser-coolable molecules has been
developed, capable of continuous deceleration and compression of the molecular velocity
distribution down to velocities in the 10m s−1 range. Zeeman slowing was considered to be
impossible to implement for laser-coolable molecules working on a X2Σ1/2,N = 1, ν = 0→
A2Π1/2,J

′ = 1/2, ν′ = 0 transition before [39, 45].
Here I shortly review the traditional atomic Zeeman slower concept, discuss problems

arising from the complex molecular level structure and show how these problems can be
overcome with our molecular Zeeman slowing concept. Parts of this chapter have also been
published elsewhere [63]. The following chapter is to some extent identical to this publication.

4.1. Type-I and Type-II Zeeman Slowing

A traditional atomic Zeeman slower [73] works on a type-I level structure, where the
angular momentum of the excited state J ′ = J + 1 is larger than that of the ground state J .
Here the atoms get pumped into a bright, stretched state at which point they cycle in an
effective 2-level system [73], whose transition frequency is tunable by a magnetic field. The
atomic beam is then radiatively slowed down by a counter-propagating laser beam while an
inhomogeneous magnetic field compensates the changing Doppler shift during the slowing
process down to a well defined final velocity. In analogy to magneto-optical traps (MOTs)
working on a type-I level structure (typically referred to as type-I MOTs) we will refer to
this as type-I Zeeman slowing.

In contrast, laser cooling of molecules always involves a type-II level transition (J → J ′ = J
or J → J ′ = J − 1) [36]. As a natural consequence, molecules are optically pumped into
dark magnetic sublevels rather than bright ones and a 2-level cycling transition does not
exist. Nevertheless, slowing and cooling of molecules using laser light has been realized by
destabilizing these dark states [38]. As a result, all magnetic sublevels of the ground state
need to be coupled to the excited state, each of which will exhibit a different shift in energy
in a magnetic field, thus preventing the implementation of a traditional Zeeman slower in
these type-II systems.

We propose a solution to this problem for laser-coolable molecular radicals working on the
X2Σ1/2,N = 1,ν = 0 (ground state described in Hund’s case b) to A2Π1/2,J

′ = 1/2,ν′ = 0
(excited state described in Hund’s case a) transition, where ν, ν′ are the respective vibrational
quantum numbers, N is the rotational angular momentum in the ground state and J ′ is
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Figure 4.1.: (a) Type II Zeeman slower scheme on the X2Σ1/2,N =
1,ν = 0→A2Π1/2,J

′ = 1/2,ν′ = 0 transition. As long as g
Π
� g

Σ
the level

structure in high magnetic fields resembles an effective 3-level system. The
graph is shown for the prototype molecule 88Sr19F. Note that the widths of
the arrows are symbolizing the spectral widths of the involved lasers. (b)
Necessary sidebands on the slowing laser Lsl.

the total angular momentum in the excited state. By adding a large magnetic offset field
B0 to the traditional Zeeman slower design, the electron spin decouples from the nuclear
and rotational angular momenta in the ground state, splitting it into two manifolds with
mS = ±1/2 (see Fig. 4.1 a). The sublevels inside these respective manifolds are shifted
equally in energy with increasing or decreasing magnetic field strength. The excited state
splits into m′J = ±1/2 manifolds with a much smaller splitting due to a smaller g-factor
g
Π
� g

Σ
. In the limit of negligible hyperfine structure and vanishing g

Π
, this reduces to an

effective 3-level system (see Fig. 4.1 a).
To implement a type-II Zeeman slower in this 3-level system, the mS = 1/2 manifold

of the ground state is coupled to the excited state via a narrow linewidth (on the order
of the transition linewidth), counter-propagating laser beam at saturation intensity. This
transition is magnetically tunable and therefore can be used to compensate for a changing
Doppler shift during the slowing process, as it is done in traditional type-I Zeeman slowing.
In the following, we will refer to this laser beam as the “slowing laser” Lsl. Due to the large
spin orbit coupling in the excited state, molecules can decay back to either mS = 1/2 or to
mS =−1/2. A frequency broadened laser (in the following referred to as the “repumping
laser” Lrep) pumps molecules at all relevant velocities and magnetic fields from mS =−1/2
back to the slowing transition. Molecules traveling fast enough to see Lsl on resonance due
to the Doppler shift, get pumped between the mS =±1/2 manifolds by scattering photons
from Lsl and Lrep until they are shifted out of resonance with Lsl. Further slowing of the
molecules occurs with changing magnetic field, bringing the molecules back into resonance
with Lsl. Since slower molecules feel no force while faster ones are being slowed down, we
achieve both compression of the velocity distribution and reduction of the mean molecular
velocity by spatially varying the magnetic field.

In a realistic system, including finite hyperfine structure of the ground state as well
as a small upper state g-factor g

Π
, the slowing laser Lsl needs to couple every hyperfine

state in the mS = +1/2 ground state manifold to the excited state as shown in Fig. 4.1
(b). This can be realized by a suitable choice of sideband frequencies. The sublevels in
the X2Σ1/2,N = 1,mS = 1/2 manifold have a parallel slope in a magnetic field as was
argued before. This is not the case for the sublevels in A2Π1/2,J

′ = 1/2. For a high
radiation pressure force the ground state needs to be coupled to both excited state manifolds
mJ = ±1/2. A high deceleration force is achieved when the sidebands are detuned by
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4.2. Force Profiles for 88Sr19F and 40Ca19F

δ = ±Γ /2 to destabilize coherent dark states effectively, while still being as resonant as
possible. The choice of sideband frequencies however can not be perfectly ±Γ /2 over the
whole magnetic field range for all sublevels coupled due to the finite g

Π
. But the smaller the

g-factor of the excited state, the better a choice of sideband frequencies of Lsl can be given.
Therefore our scheme is applicable to all laser-coolable molecules, where g

Π
� g

Σ
, so

that the simplified 3-level picture holds in the Paschen-Back regime including for example
SrF,g

Π
≈−0.08, CaF,g

Π
≈−0.02 and YO,g

Π
≈−0.06.

4.2. Force Profiles for 88Sr19F and 40Ca19F

To go beyond the qualitative discussion of a three-level system and demonstrate the feasibility
of the scheme in a realistic system including hyperfine structure, we now focus on two
prototype molecules 88Sr19F and 40Ca19F, both with nuclear spin I = 1/2. The text details
the situation for 88Sr19F, but all conclusions drawn here can be directly applied to 40Ca19F
as well.
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Figure 4.2.: Velocity dependent Zeeman slower force profiles and cor-
responding excited state probabilities at different magnetic fields for the
example molecules 40Ca19F and 88Sr19F (for details see text). The substruc-
ture in the profiles emerges due to the hyperfine structure of the ground
state and the finite excited state g

Π
.

Fig. 4.1 (a) shows a plot of the X2Σ1/2,N = 1, ν = 0→ A2Π1/2,J
′ = 1/2, ν′ = 0 level

structure as a function of magnetic field for the example molecule 88Sr19F. The ground
state manifolds mS = ±1/2 each split into 6 sublevels (mN = −1,0,+1;mI = ±1/2), due
to rotational and hyperfine structure, which have to be coupled to the 4 sublevels of the
A2Π1/2,J

′ = 1/2,ν′ = 0 state (mJ =±1/2;mI =±1/2) via the slowing laser Lsl as shown in
Fig. 4.1 b). This specific system thus requires a slowing laser Lsl with 6 sidebands. Pairs
of frequencies of Lsl that couple to the same excited state are detuned by δ = ±Γ /2 from
resonance to avoid pumping into coherent dark states.Furthermore, a broad repumper Lrep
with a width of ∆f ≈ 1.1GHz is required to pump mS =−1/2 molecules back into the cooling
cycle. To calculate the velocity dependent force profile along the slowing path, we solve
the 16-level optical Bloch equations [74] at magnetic offset fields of B = 900G,B = 1000G
and B = 1050G respectively (B = 350G,B = 450G and B = 500G for 40Ca19F).1 Each
frequency in the slowing laser Lsl is assumed to have an intensity corresponding to a Rabi
frequency of Ωij = 2Γ dij where dij is the normalized dipole matrix element of the respective

1The energies and transition rates between the levels are calculated by diagonalizing the molecular Hamilto-
nian including interactions with external magnetic fields in the Hund’s case a) basis, and calculating the
matrix elements of the dipole operator between the resulting eigenstates [75]. Decay in the simulation is
taken into account by writing the problem in form of the Liouville equation [38]. Decays of excited state
coherences into ground state coherences are not taken into account, as these decays are not expected to
result in additional dark states.
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4. A Zeeman Slower for Diatomic Molecules

transition. Coupling from the mS =−1/2 states with the repump laser Lrep is modeled by
an electric field, frequency modulated at ωmod corresponding to Ωij = 12Γ dij . Table 4.1 lists
the intensities and modulation frequencies used for the optical Bloch equation. Due to the
modulation, no additional dark states arise from Lrep. The calculation results in a narrow
velocity-dependent force profile, which can be tuned over the whole relevant velocity range
by a spatially varying magnetic field, consistent with the idea of Zeeman slowing (see Fig.
4.2).

40Ca19F 88Sr19F

Γ [MHz] 2π× 8.3 2π× 6.6
Isl [mWcm−2] 12 24
Irep [mWcm−2] 1.4 0.86

ωmod πΓ πΓ

M 25.4 27
∆frep [GHz] 1.1 1.1

Table 4.1.: Parameters used to calculate the velocity dependent force
profiles for 40Ca19F and 88Sr19F. Here, Γ is the transition linewidth, Isl is
the intensity per sideband of Lsl and Irep is the total intensity of Lrep. ωmod
and M is the frequency and modulation index with which Lrep is modulated.
∆frep is the approximate frequency width resulting from the modulation.

4.3. Monte Carlo Simulation of the Slowing Process

We now use the force profile from Fig. 4.2 in a 3D Monte Carlo simulation to calculate the
velocity profile of Zeeman slowed 88Sr19F molecules originating from a typical cryogenic
buffer gas cell. Table 4.2 lists the parameters of the initial velocity distributions fed into the
simulations and the obtained slowed velocities.

Effects due to vibrational repumping are taken into account by dividing the force profiles
in Fig. 4.2 by a safety factor of 2 resulting in a deceleration parameter2 of η = 0.19. We
take heating effects during the slowing process due to spontaneous emission into account.
The detection region is chosen to be located at zdet behind the magnetic field maximum of
the Zeeman slower field and is chosen to be a square with sides of length 1cm. Note that
the width of the slowed peak is much smaller than the width of the slowing force from Fig.
4.2, since the width after slowing is given by the steep slope of the force profiles around the
central peak and the fact, that the slowing force quickly vanishes at the end of the Zeeman
slower in the rapidly falling magnetic field [77, 78]. Due to the combination of slowing and
compression characteristic for a Zeeman slower, a significant fraction of molecules exits the
Zeeman slower with velocities low enough to be efficiently captured with existing trapping
schemes.

2We define η = a
amax where amax = Ne

Ng+Ne
· ~kγm is the maximum achievable deceleration achieved at infinite

laser power on a transition where Ne,Ng are the number of excited states and ground states respectively
[76].
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Figure 4.3.: 3D Monte Carlo simulation of Zeeman slowing for a 88Sr19F
molecular beam originating from a buffer gas cell. Blue: Initial velocity
distribution detected at zdet = 1.58m behind the buffer gas cell. Orange:
Slowed distribution based on the force profile from Fig. 4.2. 15% of the
molecules are within the peak centered around vp = 15ms−1. Further details
about the simulation can be found in the text.

40Ca19F 88Sr19F

v‖ [m s−1] 158 120

∆v‖ [m s−1] 45 75

∆v⊥ [m s−1] 50 80
Coil length [m] 0.4 1.2

Bmin [G] 350 900
Bmax [G] 480 1030
vp [m s−1] 9 15
∆vp [m s−1] 2.5 2.5

Table 4.2.: Parameters used for the shown Monte Carlo simulation. The
simulation of 88Sr19F is identical to the one described in [63] and was based
on the geometry of our demonstration experiment described in chapter 5.
The parameters given for 40Ca19F are an optimized geometry, which we plan
to use in a later molecular experiment. Here v‖,∆v‖ are the longitudinal
center velocity and the FWHM velocity spread of the initial distribution.
∆v⊥ is the FWHM of the transverse velocity distribution. The coil length
gives the length of the solenoid producing the magnetic field. vp is the peak
velocity of the slowed distribution and ∆vp the corresponding width.
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4. A Zeeman Slower for Diatomic Molecules

4.4. Choice of the Molecule

While in the publication [63] we introduced the type-II Zeeman slowing scheme and decided
to use 88Sr19F as an example, we finally decided to use a different molecule, namely 40Ca19F
, for the experiment in our institute. Here we just want to give a short overview, which
circumstances have driven us to this decision.
Figure 4.2 shows the force profiles obtained from the optical Bloch equations described

before. CaF has a smaller upper state g-factor g
Π

= 0.02, in comparison to SrF g
Π

= 0.08,
therefore the sidebands of Lsl can be chosen nearer to resonance than for SrF. This leads to
the fact that the power needed for the slowing laser Lsl is less here. Additionally the excited
state populations and therefore the deceleration force calculated are higher for CaF due to
this fact.
The main advantage is the lower mass of CaF. We expect the molecular beam of CaF to

be only slightly faster than a beam of SrF out of a buffer gas cell, so one really benefits of the
lower mass when it comes to deceleration. The distance between source and trapping region
is smaller and therefore the captured solid angle is larger. Another advantage is the smaller
hyperfine structure of CaF, therefore the magnetic fields needed to reach the Paschen-Back
regime are smaller.

A main advantage of SrF is that the needed laser wavelengths are available as diode laser
systems with powers out of a tapered amplifier of up to 250mW, where we expect to get
100mW to the experimental apparatus after mode cleaning through a fiber and several optical
elements. To have efficient deceleration we estimate that we need a power of approximately
400mW for the frequency broadened lasers Lrep in the experiment. Thus the solid state laser
systems for SrF are not suitable for our experiment and therefore this advantage does not
count in our case.

More power at the needed wavelengths is attainable through dye lasers (6W), fiber Raman
amplifiers (2W) or through sum frequency generation. Since the physical arguments (mass,
hyperfine structure) are in favor of CaF and the laser systems for the powers needed are of
same complexity for CaF and SrF we finally decided for CaF in our future experiment.

4.5. Vibrational Repumping

While the main slowing is on the X2Σ1/2,N = 1, ν = 0→A2Π1/2,J
′ = 1/2, ν′ = 0 transition,

the vibrational repumping scheme can principally involve a different electronically excited
state, if a decay through the first electronically excited state is forbidden. Figure 4.4 shows
two possible vibrational repumping schemes. There are several arguments which favor
scheme II, where v = 1 is repumped over the B2Σ1/2 state. The first is the higher number
of excited states in such a repumping scheme therefore amax is higher and the likelihood of
decaying into coherent dark states is less probable. Another benefit of the X2Σ1/2→B2Σ1/2
transition is that it is magnetically insensitive to the first order. Therefore one needs only
one frequency broadened laser to repump over the whole Doppler range, which has to be
broadened less than Lrep on the X2Σ1/2,N = 1, ν = 0→A2Π1/2,J

′ = 1/2, ν′ = 0 transition
due to its magnetic insensitivity. Therefore the intensity per sideband can be higher in an
experiment where only limited laser power is available.
There are also flaws in using the B2Σ state. First the transition needs π polarization to

be driven effectively. This is not given in most Zeeman Slower designs, but a transverse
magnetic field can be added and therefore this circumstance can be tackled relatively easily.
The dipole matrix element dij is approximately the same for the B2Σ and the A2Π1/2
states when Franck-Condon factors are neglected. Still, the final transition element will be
proportional to the Franck-Condon factor qij . Therefore the leakage into the first vibrational
level given by A2Π1/2,ν

′ = 1→X2Σ1/2,N = 1,ν = 0 scales with the Franck-Condon factor
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Figure 4.5.: Achieved deceleration a as a function of the saturation parame-
ter s for repumping scheme I in orange and repumping scheme II in green.(a)
In a longituidinal magnetic field where the lasers only drive σ± transitions.
(b) In a transverse magnetic field where the lasers are orthogonally polarized
to the magnetic field axis, such that they drive σ± and π transitions.

of qA01 = 0.03 for this transition. Whereas the dipole matrix element for the repumping
transition scales with qB01 = 0.002, therefore the leakage rate into ν′ is larger than the
repumping rate by approximately qA01/qB01 = 10 when both lasers are driven with the
same saturation parameter. In this sense it is unfavorable for our Zeeman slowing scheme,
that the Franck-Condon matrix of the B2Σ state is even more diagonal than the A2Π1/2
Franck-Condon matrix3.
We simulate the vibrational repumping by applying rate equations to the whole level

system up to ν = 2 in the X-state at a magnetic field of B = 400G. This leads to a (36+8)
or (36+12) level system for the cases shown in Fig. 4.4(a) and (b) respectively. We define
a saturation parameter s= I/Isat, where the saturation intensity is defined in a two level
system as Isat = Γ ~ω3/(12πc2) this means that if the transition driven by laser L would be
a closed two level cycling transition the excited state population would be ρee = 0.25 at a
saturation parameter of s= 1. The saturation intensity is IA ≈ 4.9mWcm−2 for the A2Π1/2
and IB ≈ 5.5mWcm−2 for the B2Σ1/2 state.
Figure 4.5 shows the achieved acceleration a in units of ~kΓ

m which saturate at infinite
laser power to amax(A-state) = 1/7 for repumping scheme I and to amax(B-state) = 1/4 for
repumping scheme II. For the simulation shown here we hold the saturation parameter of
the transition driven by L12 at s12 = 10 and plot the maximum of the achieved acceleration
3We thank Louis Baum and John Doyle for making us aware of this circumstance.
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4. A Zeeman Slower for Diatomic Molecules

as a function of s= s00 = s01. In (a) the situation is shown when the magnetic field lines are
parallel to the propagation direction of the slowing laser light, leading to the circumstance
that only σ±-transitions are driven. Here repumping scheme II leads to nearly no acceleration
since the X2Σ1/2,N = 1,mN = 0,ν = 1→B2Σ1/2,N = 0,mN = 0,ν′′ = 0 transitions need π
polarization to be driven. Therefore vibrational repumping scheme I is favorable here.
In (b) the situation is shown for a magnetic field which has an angle of 45 degree to the

polarization vector of the slowing light. Therefore π transitions are effectively driven in this
situation. Here scheme I leads to higher acceleration for low saturation due to the higher
Franck-Condon factor, whereas for high saturation (s > 100) repumping scheme II would be
favorable due to the higher number of excited states.
For the realizability in an experiment we assume 400mW of total laser power and a

Gaussian beam waist of 3mm. When the laser is modulated to a width of ∆f = 1.1GHz with
a modulation frequency of fmod = 6.6MHz, as it was assumed in the optical Bloch equation,
the saturation parameter calculates to s≈ 3.8. So with experimental realizable parameters
the repumping over the A2Π1/2 state leads to a higher deceleration and is therefore preferable
for CaF.

4.6. Conclusions

In this chapter we proposed a novel Zeeman slowing scheme (type-II) capable of continu-
ous deceleration and compression of the one dimensional velocity distribution of diatomic
molecules. We simulated our scheme for 88Sr19F and 40Ca19F by numerically solving the
optical Bloch equations and obtained force profiles which can be tuned to decelerate a desired
velocity class by an external magnetic field. We thereby showed that the main feature of
Zeeman slowing can be obtained in type-II level structures despite the lack of a magnetically
tunable 2-level cycling transition.

The width of the calculated force profiles can be characterized by a FWHM of ≈ 80m s−1.
Although this is not as narrow as a typical force profile obtained in a traditional Zeeman
slower of about ≈ 5− 10m s−1 we confirmed through Monte Carlo simulations that the
obtained width of the slowed peaks can be as narrow as 2.5m s−1 due to the fact that the
slowing force quickly vanishes at the end of the Zeeman slower in the rapidly falling magnetic
field [77, 78] ensuring a sharp cutoff of the slowing force.
Type II Zeeman slowing should be applicable to most of today’s laser-coolable molecules

with realistic experimental requirements, as long as g
Π
� g

Σ
. As Lsl and Lrep are both

far detuned from resonance in low magnetic fields, the slowing scheme is ideally suited to
be continuously coupled to already existing trapping schemes without disturbing already
trapped molecules [79]. Because of the continuous nature of Zeeman slowing, it can ideally
be combined with current pulsed molecular buffer gas sources for the realization of a quasi-
continuous loading scheme by loading a whole sequence of pulses or with continuous sources of
rovibrationally cold molecules instead of pulsed ones in future experiments. This will increase
the flux of molecules even further, opening the possibility to realize large magneto-optical
traps as an efficient starting point for work towards molecular Bose-Einstein condensates and
quantum degenerate Fermi gases with exciting prospects for applications including precision
measurements, ultracold chemistry and dipolar quantum many-body systems.
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5
Demonstration Experiment on 39K

In the following I will present a demonstration experiment of type-II Zeeman slowing on the
D1-line of atomic 39K. To compare the scheme to conventional methods white-light slowing
and a traditional type-I Zeeman slower have additionally been implemented in the same
setup. I will first describe the scheme on the D1-line in section 5.1 before I discuss the
experimental apparatus which was set up during this thesis in section 5.2. The obtained
results are then presented in section 5.3. Parts of this chapter have also been published
elsewhere [63, 64]. The following chapter is to some extent identical to these publications.

5.1. Type-II Zeeman Slowing on the D1-Line of 39K

Figure 5.1 shows the level structure of the D1-line in an external magnetic field. For
magnetic fields leading to Zeeman shifts larger than the hyperfine splitting the system enters
the Paschen-Back regime and the level structure is largely simplified. The ground and excited
states each split into two manifolds with mJ =±1/2. Neglecting hyperfine structure this can
be seen as an effective 4-level system (see Fig. 5.1 (a)). One of the ground state manifolds is
then coupled to an excited state manifold |mJ =±1/2〉 → |mJ ′ =∓1/2〉 by a laser Lsl with
σ∓ polarization. The corresponding transition frequency can be tuned by a magnetic field
and can therefore be used to compensate a changing Doppler shift during the deceleration
process in either an increasing (σ−) or an decreasing (σ+) field Zeeman slower configuration
over the relation:

δeff + (gJ ·mJ − gJ ′ ·mJ ′) ·µB ·B+ k · v = 0 (5.1)
δeff +µeff ·B+ k · v = 0 (5.2)

Here gJ and gJ ′ are the gJ -factors in the Paschen-Back regime of the ground state 42S1/2
and the excited state 42P1/2 respectively. As the transition between these manifolds is not
closed the atom will quickly fall into the ground state manifold, which is not adressed by
Lsl. Additionally this non coupled manifold exhibits a different Zeeman shift and therefore
cannot be pumped back by the application of a simple sideband. Still a frequency broadened
laser Lrep (see Fig. 5.1(a) and (c)) can be applied covering all relevant velocity classes for
the applied magnetic fields to pump the atoms from the dark manifold back to the one
addressed by Lsl. The scheme is therefore equivalent to the molecular scheme described in
the previous chapter 4. The difference is that Lsl and Lrep couple to different excited states
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Figure 5.1.: (a) Type-II Zeeman Slower scheme for 39K. The effective
detuning δeff of Lsl together with the applied magnetic field B dictates
which velocity class is addressed (see relation 5.2). (b) Sideband spectrum
of the slowing Laser (black) to address the transition frequencies for the
different hyperfine levels in high magnetic fields.(c) Spectrum of the fre-
quency broadened repumping laser realized with a current modulated DFB
Diode. Sinusoidal modulation with fmod = 12MHz modulated to a width of
approximately 900MHz.

in the case of 39K whereas they couple to the same electronic states in the molecular case.
Therefore the scheme on 39K is less vulnerable to coherent dark states.

At the beginning of the slowing process all atoms are quickly pumped into the ground
state manifold addressed by Lsl. They stay in this state until the magnetic field reaches
a magnitude that shifts the level, at a given velocity of the atom, into resonance with Lsl.
The slowing force itself is then exerted by subsequent scattering of photons by Lsl and Lrep
with equal amount. Note however, that the resonance condition for the whole system is still
governed by Lsl so that the system acts similar to a traditional type-I Zeeman slower. At the
end of the slowing process the atoms are again pumped by Lrep into the manifold formerly
addressed by Lsl.
To take the finite hyperfine structure of 39K in the ground and the excited state into

account, Lsl needs 4 sidebands to couple each hyperfine state mI to the corresponding
hyperfine level in the excited state (see Fig. 5.1 (b)). Note that for every specific hyperfine
state mI on its own, there are 4 velocity classes resonant with Lsl due to its 4 sideband
structure. However, mixing between different mI states is still significant at the magnetic
fields we work at, so that the 4 sidebands do not result in four distinct slowing peaks in our
velocity distribution.

5.2. Experimental Apparatus

In our experiments, we realize a type-II Zeeman slower for atomic potassium based on the
apparatus sketched in Fig. 5.2. The atomic beam is created in an oven which is heated
to 190◦C, Fig. 5.2(a). The atoms leave the oven through a 3mm skimmer and enter the
130cm long Zeeman slowing region. Here the atoms interact with the counter-propagating
slowing light generated by a self-built diode laser system. The spatially varying Zeeman
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5.2. Experimental Apparatus

Figure 5.2.: (a) Half section view of the vacuum chamber showing the overall
geometry of the apparatus. (b) Quarter section view of the magnetic field
coil. Between the inner and the outer tube of the brass holder cooling water
is flushed, which holds the coil at a temperature of T < 70◦C. (c) Detection
chamber showing the slowing and detection lasers. For the fluorescence
measurement the lens and curved mirror are additionally installed in this
chamber (not shown here).

field is produced by two independent coils with winding patterns optimized by a search
algorithm. Finally, the slowed atoms reach the detection region 25 cm behind the end of the
slowing region. Here, the longitudinal atomic velocity after the slowing process is analyzed
via Doppler spectroscopy.

5.2.1. Magnetic Field

In our experiment we decided for an increasing field Zeeman slower for which the ideal
magnetic field is given by

B(z) =B0 +∆B · (1−
√

1− z/L0) for 0< z < zfin (5.3)

Here B0 denotes the offset field, which in the case for type-II Zeeman slowing is large
enough to bring the particles in the Paschen-Back regime. L0 is the length of the slowing
field needed to slow down the atoms from the capture velocity vcap to a standstill given by

L0 =m
v2
cap

η~kΓ
(5.4)

where m is the mass of the particle, Γ is the spontaneous decay rate of the excited state and
η = a

amax
is the so called design parameter, which dictates with how much of the maximum

attainable deceleration amax = ~kΓ
2m the slower is operated. The ideal field for a deceleration

to a specific final velocity vfin stops at
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Figure 5.3.: Measured magnetic field values (points) together with the
calculated magnetic field (lines) for the offset coil in blue and for the tapered
Zeeman coil in orange. The current applied to the coils of 10mA for this
measurement comes from a laser diode current driver. With such a low
current we can use the available hall probe measuring magnetic fields up to
Bmax = 2G.

zfin =m
v2
cap− v2

fin
η~kΓ

(5.5)

Together with the effective detuning of the slowing laser sidebands δeff it dictates the
capture velocity of the Zeeman slower due to the relation µeff ·B0 + k · vcap = −δeff. The
final velocity is given by the magnetic field at the end of the slowing region B(zfin), through
µeff ·B(zfin) + k · vfin =−δeff.
In our experiments the solenoid producing the Zeeman field consists of two independent

coils. The inner offset coil in Fig. 5.2(b) (green) produces a homogeneous magnetic field
over the entire slower length serving as an offset field to access the Paschen-Back regime.
The second coil produces a typical increasing field Zeeman slower field (blue). We measure
the magnetic field produced by the Zeeman slower coils with a hall probe. Since the hall
probe is only able to measure magnetic fields up to Bmax = 2G we use a laser diode driver
from Thorlabs to apply a constant current of I = 10mA to the coil. The hall probe measures
the magnetic field along the symmetry axis of the solenoid. The measured data can be
seen in Fig. 5.3 along with the calculated profile. The sum of the two fields gives a good
approximation of the ideal magnetic field and the separation of coils gives us the capability
to tune the capture velocity vcap and the final velocity vfin independently.
During the experiment the solenoid dissipates a power of approximately 850W and

therefore needs to be water-cooled over its entire length. Thus it consists of two coaxial brass
tubes, which are stacked into each other and are sealed to each other on both sides, see also
Fig. 5.2(b)). Through a water connector we flush cooling water through the whole brass
holder. During the experiment the coil reaches a temperature of 60◦C on the surface and
70◦C on the estimated hottest point in between the windings, where a temperature sensor
was placed during the construction. The wire is rated up to a temperature of 200◦C, so even
higher fields are possible with this design.

5.2.2. Laser Systems
During this thesis a few laser systems have been built to realize the experiment for different
beam slowing techniques. In this section a short overview is given. We work with external
cavity diode laser systems. The external cavity is built in a so called cat-eye configuration
and we use a interference filter as a wavelength selective element. The design is adopted from
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Figure 5.4.: Level structure of the D1- and D2-line of 39K. The hyperfine
structure of the 42P3/2 excited state on the D2-line is not resolved. Therefore
the locking point of Lmas is not exactly known. This is different for the
hyperfine structure of the 42P1/2 state, which is resolved and here we can
give the exact position of our locking point.

[80]. The lasers typically have output powers of Plaser ≈ 60mW. Wavelength adjustment
can be accomplished by fine tuning of the temperature, the angle of the interference filter,
the external cavity length and the current applied to the laser diode, details can be found in
[80]. For most of our experiments we have two laser systems addressing the D2-line of 39K
for detection purposes and two laser systems addressing the D1-line for slowing purposes.
Figure 5.4 shows the level structure of the D1- and D2-line of 39K together with the locking
points of Lsl and Lmas.

D1-Line Laser Systems

An external cavity diode laser system (ECDL) is used as Lsl (see Fig. 5.5(a)) to couple the
42S1/2 |mJ = 1/2〉 ground state sublevels to the 42P1/2 |mJ =−1/2〉 excited state sublevels
with light polarized to drive σ−-transitions. The system was built during a masters thesis [82]
and subsequently upgraded. Lsl is locked via modulation-transfer-spectroscopy 1618MHz to
the red of the D1-line-crossover in a 39K spectroscopy cell. The light is amplified by a tapered
amplifier and afterwards passes through a double-pass acousto-optic modulator system (AOM)
to create the 4 sidebands needed to address the 4 hyperfine levels mI =−3/2, ...,+3/2. The
AOM is driven at a frequency of 118.6MHz and we combine the m=+2,+1,0,-1 orders with
a 50:50 beam splitter, as we need all frequencies with the same polarization for the later
combination with Lrep. Lsl is coupled into a polarization-maintaining single-mode fiber to
clean the beam profile.

The setup for Lrep was implemented during a master thesis [83] and consists of a tapered
amplifier, seeded with a current modulated DFB diode to frequency broaden the light (see Fig.
5.5(b)). For the shown measurements the diode is modulated sinusoidally with a modulation
frequency fmod = 12MHz to a width of ∆f ≈ 1.6GHz. In Fig. 5.1(c) the frequency spectrum
of Lrep is shown recorded by a cavity with a free spectral range of 1GHz when modulated
to a width of ∆f ≈ 900MHz. The spatial transverse beam profile is cleaned by coupling
through a polarization-maintaining single-mode fiber.
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Figure 5.5.: (a)Slowing laser Lslo setup locked via modulation transfer
spectroscopy on a potassium spectroscopy cell. For the type-II Zeeman
slower the laser is locked 1618MHz red of the D1-line crossover transition,
whereas for the type-I Zeeman slower it is locked 809MHz red of the D2-line
crossover transition. The light is amplified through a tapered amplifier setup
before being supplied to the experiment through a polarization maintaining
single mode fiber. (b) Repump Lrep setup used for type-II Zeeman slowing
and for white-light slowing. A frequency modulated free running DFB
diode is seeded into a tapered amplifier setup and then supplied to the
experiment through a polarization maintaining single mode fiber. The
graphical representation of the laser systems is inspired by [81].
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Figure 5.6.: (a) Diagram of the detection laser setup on the D2-line. The
laser is frequency locked by a beat measurement to a master laser. Two
polarization maintaining optical fibers are used to bring the light to the
experiment. One for the transverse and one for the longitudinal velocity
detection. (b) Repump laser setup for the detection on the D2-line. The
laser is frequency locked to a master laser and an optical fiber brings the
light to the detection region. Another beam path is used to supply light to
the oven region where the atomic beam can optionally be pumped into a
specific hyperfine state.

After combining Lsl and Lrep with a polarizing beam splitter we use a quarter-wave plate
to circularly polarize the lasers (see Fig. 5.5(c)). We end up with a power of Prep = 400mW
in total and Psl ≈ 20mW in each order. The beams have a Gaussian beam waist of w0 = 1cm
at the vacuum viewport and are slightly focused by an adjustable telescope towards the oven
region.

D2-Line Laser Systems

For our D2-line laser systems we had the opportunity to use a master laser Lmas from the
neighboring laboratory [80] locked via frequency modulation spectroscopy onto the crossover
of the D2-line. Due to the linewidth of the D2-line of ≈ 6MHz the hyperfine structure of the
excited 42P3/2-state is not resolved. The detection laser Ldet is overlayed with Lmas and the
beat note on a photodiode is measured, such that Ldet is offset locked to Lmas. The beat
frequency can be scanned between 70MHz and 1 4GHz. We scan the laser in a triangular
shape with a frequency of 10 Hz. The system is depicted in Fig. 5.6(a). A second laser
system LdRe on the D2-line was built, which is also offset locked on Lmas (see Fig. 5.6(b)).
A double pass AOM driven at fAOM = 220MHz is used to create a sideband such that both
hyperfine ground states can be addressed.
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Figure 5.7.: Detection beam path.

5.2.3. Velocity Measurement

We detect the velocity distribution of the atoms via Doppler-spectroscopy. The detection
laser intersects the atomic beam with an angle of 30◦ and we measure the absorption. Since
Ldet has a relative intensity noise of 10−2 and the absorption signal is in the 10−4 range we
use a differential absorption scheme.
Figure 5.7 shows the detection chamber together with the beam lines of the detection

system, for simplicity the slowing lasers are not shown. For the differential measurement
Ldet is split into two beams Labs, which crosses the atomic beam and records the signal, and
Lref, which does not interact with the atomic beam and is used for noise cancellation. We
undertook some effort to optimize the noise cancellation through the differential measurement,
where common noise is effectively canceled, but differential noise will be amplified afterwards
together with the atomic signal.
The biggest contribution of differential noise in the first measurements was polarization

rotation in front of the polarization dependent beam splitter, therefore we clean the polariza-
tion directly in front of the beam splitting by a Glan-Laser polarizer with extinction ratio of
100000:1. The beam is then split by a Wollaston prism, which has nearly no etalon effects,
which results in a differential signal when the laser is scanned in frequency. In comparison
conventional polarizing beam splitters or 50:50 beam splitters lead to much higher levels of
differential noise due to larger etalon effects when the laser is scanned. After the splitting ,
there are three contributions to the differential noise, namely, vibration, room light and etalon
effects due to different optical devices in the respective beam paths. During implementation
it was taken care that the beam paths of Labs and Lref have the same length, this reduces
vibration noise on the photodiodes. The photodiodes have large area detectors, on which we
focus the beams to further reduce vibration noise. The photodiodes are enclosed in lens tubes,
blocking room light and stray light from other laser sources. Between the focusing lenses
and the photodiodes an optical dielectric filter with center frequency of λcenter = 770nm is
installed to further reduce noise from room light sources.
The largest etalon effects were determined to result from the vacuum viewports and the

dielectric filters. We tried to mount the filters at an angle in the beam path by using angled
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Figure 5.8.: In orange the differential signal is shown when the laser is
scanned and the atomic beam is blocked by the in vacuum shutter. The
residual signal results from etalon effects of the vacuum viewports leading
to a frequency dependent transmission. In blue the beat frequency used for
the locking circuit is shown. We always record this background signal before
taking a velocity measurement and subtract it afterwards.

lens tube mounts1. But we ended up to install the filters between the lens and the photodiode
with which we found to have the least signals from etalon effects.

Figure 5.8 shows the signal with the atomic beam blocked by the vacuum shutter when
the laser is scanned from a beat frequency of about 70MHz to 1GHz by applying a linear
voltage ramp to the locking circuit. The signal (orange) is governed by etalon effects in this
regime and the curve shows the same behavior as the frequency-to-voltage curve we recorded
with a spectrum analyzer (blue). The amplitude of the etalon signal is on the same order of
magnitude as the absorption signal of the atomic beam. Still we find the etalon signal to
be highly repeatable if Ldet stays single mode along the whole scanning range. If Ldet has
regions in this frequency space where it gets slightly multi-mode these different frequency
components are transmitted differently through the optical beam paths and heavily disturb
the signal in a non repeatable way.
Ldet is an ECDL, which is scanned by adjusting the cavity length with a mirror glued on a

piezo crystal. Whereas the current of the photodiode and the interference filter, which acts as
a wavelength selective element, are not scanned. Therefore the mode hop free tuning range
is only in the few GHz range, not much larger than our typical scanning range. To increase
the mode hop free tuning range we installed a current feed forward into the locking circuit of
Ldet and thereby increased the mode hop free tuning range from a few GHz to over 10GHz.
Afterwards we were able to record consistent data by first measuring the background signal,
when the atomic beam is blocked by the in vacuum shutter, and subtracting it afterwards
from the recorded signal where the atomic beam is present.
As we measure the atoms from the ground state level 42S1/2 |F = 2〉 to the excited state

4P3/2, where we do not resolve the hyperfine structure, we add a repumper LdRe addressing
the 42S1/2 |F = 1〉 → 4P3/2 transition perpendicular to the atomic beam to pump the atoms
into the detection state. In the first measurements we pumped the atoms into the detection
state by adding a sideband blue detuned by 440MHz with an acousto-optic modulator
system to Ldet. However for 39K the hyperfine structure in the ground state of 461MHz
corresponds to a Doppler shifted velocity of vdopp(461MHz)≈ 354m s−1. This is of the same
magnitude as the width and peak position of the longitudinal velocity distribution of our
oven. When slowing is applied this leads to multiple peak structures separated by this
354m s−1 complicating the interpretation of the measurements. Additionally the height of
the peaks is dependent on the position of Lrep used for slowing. Here Lrep pumps atoms
at certain velocity classes into the 42S1/2 |F = 2〉 state where the blue sideband of Ldet can
be absorbed driving again the the 42S1/2 |F = 2〉 → 4P3/2 transition. This leads to further
1Thorlabs SM1L03T
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artifacts in the measured absorption signal complicating the interpretations even more. The
repumping with the non Doppler sensitive LdRe perpendicular to the atomic beam effectively
circumvents these complications.

We determine the velocity axis by first measuring the absorption signal at an angle of 90◦
to the atomic beam, the peak position f0 gives us the beat frequency which corresponds to
0ms−1. The scaling of the axis is then given by the measured beat frequency f the detection
angle αdet of Ldet and the corresponding Doppler shift δdopp = λ−1 ≈ 1.3 MHz

ms−1 .

v = f − f0
cos(αdet)δdopp

(5.6)
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Figure 5.9.: (a) Measured transverse absorption of a scanning Ldet used to
determine the origin of the velocity axis for the longitudinal measurement.
The horizontal axis shows the transverse velocity corresponding to the
measured beat frequency. The shoulder on the right flank is due to the
hyperfine structure of the excited state. (b) Expected spectrum of the
observed transitions for a saturation parameter of s= 2. The plot shows the
excited state population ρee. (c) Transverse velocity distribution v⊥ of the
atomic beam at the detection position resulting from a three dimensional
Monte Carlo simulation taking into account the geometry of our apparatus.
A convolution of (b) with (c) results in the theoretical curve in (a) in orange.

5.2.4. Velocity Resolution
The most fundamental limitation of our velocity resolution is the natural linewidth of the D2-
line of Γ ≈ 6MHz corresponding to δv ≈ 4m s−1. Figure 5.9(a) show the measured transverse
absorption spectrum of the atomic beam in blue. As it can be seen the hyperfine structure
of the excited state is not well resolved leading to a double peak structure corresponding
to the 4S1/2 |F = 2〉 → 4P3/2 |F = 3〉 and 4S1/2 |F = 2〉 → 4P3/2 |F = 2〉 transition separated
by 21MHz corresponding to 16.1m s−1 in the transverse measurement. For the differential
absorption measurement the detection laser has a power of Pdet = 230µW and a top-hat
transverse intensity profile with d = 3mm corresponding to a saturation parameter of
s= 2. Figure 5.9(a) shows the expected velocity resolution function at the given saturation
parameter.

Another factor leading to a decreased velocity resolution is the transverse velocity distribu-
tion of the beam. Figure 5.9(b) shows the simulated transverse velocity distribution at the
detection position resulting from a Monte Carlo simulation taking into account the geometry
of our apparatus. The standard deviation of this distribution is 2.4m s−1 and limits our reso-
lution further. We can calculate the expected resolution for a transverse beam measurement
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if we convolute the resolution function resulting from the natural linewidth and the upper
hyperfine structure 5.9(a) with the transverse velocity distribution 5.9(b). In Fig. 5.9(c) the
obtained result is shown in orange together with the transverse absorption measurement
in blue. The predictions fit very well to the measurement and we therefore conclude that
we understood the contributions from the different broadening mechanisms. Therefore we
can deduce the resolution in a longitudinal velocity measurement with a detection angle
αdet = 30◦, which broadens the resolution function resulting from the linewidth and the
upper hyperfine structure by the factor 1/cos(αdet). The contribution of the transverse
velocity becomes narrower by the factor sin(αdet), since the projection of the transverse
velocity distribution on the axis of the detection laser becomes smaller by that factor. Note
that the distance between the two peaks stays the same regardless of the angle and only the
widths are multiplied by the given factors. We use this calculated resolution to convolute
our Monte Carlo simulations for a comparison with the experimental data.

5.2.5. Compensation Coils
The outer diameter of the Zeeman slower coil at the end of the slowing region is about
130mm and therefore the magnetic field is falling off relatively slowly. At the highest Zeeman
fields used we expect a field of Bdet = 18.6G with ∂Bdet

∂z = 1.97Gcm−1 at the detection region.
Figure 5.10 shows the transverse absorption spectrum without (blue) and with (orange)
the solenoid on. We use two compensation coils installed around the detection region and
calculate the currents needed to pull the magnetic field to B = 0G and the magnetic field
gradient to dB

dz = 0Gcm−1. The result is shown in Fig. 5.10 in green, showing efficient
cancellation of the residual magnetic fields.
For a longitudinal measurement Ldet crosses the chamber at an angle and therefore

traverses regions where the magnetic field compensation might not be perfect. Still, from
our code we used to calculate the magnetic field coils for our Zeeman slower we estimate
that the magnetic field does not change by more than 1G throughout the detection region
and conclude that the velocity resolution of our detection is not additionally broadened by
residual magnetic fields.
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Figure 5.10.: In blue the transverse absorption as a function of beat
frequency is shown when no magnetic fields are applied. The orange curve
shows the result, when the magnetic field used for Zeeman deceleration is
applied, leading to residual magnetic fields in the detection region, which
splits the line due to the Zeeman effect. In green the signal can be seen,
when the compensation coils around the detection region are additionally
applied, showing that residual magnetic fields are efficiently canceled.

35



5. Demonstration Experiment on 39K

5.3. Results

Figure 5.11 shows the measured velocity distributions after Zeeman slowing for different
magnetic field profiles. First, we measured the initial velocity distribution (black curve)
with no slowing lasers applied. We use the height of the initial distribution peaking at
approximately 514ms−1 to normalize our signals. We then switch on the slowing lasers to
allow for radiative slowing. The orange graph was recorded with only the offset field on (see
the inset in Fig. 5.11(a) for the corresponding magnetic fields). Here the atoms are slowed
down from 400ms−1 to approximately 350m s−1 at which point the atoms are slowed down
so far that Lsl is not resonant anymore. The subsequent graphs show, that by adding a
Zeeman field ∆B this peak can be shifted downwards to lower velocities. The blue graph
shows the distribution when slowed to a final peak velocity of vp = 35ms−1. In (b) the
corresponding Monte-Carlo simulations are shown, which resemble the measurement to a
high degree, concerning the position of the slowed peaks as well as their magnitude.
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Figure 5.11.: (a) Differential absorption signals for type-II Zeeman slowing
for several final velocities. The inset shows the corresponding configurations
of the applied magnetic field.(b) Three dimensional Monte Carlo simulations,
see methods for details.

In a next step, we optimize the performance of the Zeeman slower by tuning the capture
velocity. In Fig. 5.12 (a) we keep the maximum magnetic field constant and alter the
magnetic field magnitude at the entrance of the slower. For a small capture velocity only
a few atoms are swept from higher velocities down to vp = 40ms−1. If we decrease the
magnitude at the entrance of the slower further, we can increase the flux at low velocities by
capturing more atoms.
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Figure 5.12.: (a) Type ll Zeeman slowing with different capture velocities.
By addressing higher velocity classes while keeping the final velocity constant
the slowing performance can be optimized. (b) In blue the optimized signal
is shown alongside with the corresponding magnetic field for our Type ll
Zeeman slower. The green and orange lines show the results, when the
capture velocity is increased even further with capture velocities too high to
be slowed over the finite slowing path. The atoms fall out of resonance with
Lsl before reaching their final velocity.
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Our slowing performance is limited by the deceleration a = ηamax we achieve with the
limited repump power in our experiment. This can be seen when increasing the capture
velocity even further. The system then reaches a point where the atoms cannot follow
the changing resonance condition dictated by the magnetic field gradient anymore (see
Fig. 5.12(b)). Then they fall out of resonance with Lsl before reaching vfin. The green
measurement shows a double peak structure, resulting from the fact that the achieved
deceleration that Lrep can provide is different for particles on-axis versus off-axis due to its
gaussian beam profile. On axis, where the intensity is highest, the slowing still takes place
and the atoms are slowed down to vfin = 40ms−1 but in the wings of the profile the intensity
is not sufficient and they fall out of resonance with Lsl at higher velocities. We checked this
interpretation by placing an iris in front of the entrance vacuum view port of the slowing
and repumping laser. By cutting the wings of Lsl and Lrep the peak at higher velocities
disappears and only the peak at vfin = 40ms−1 was left. We see the same behaviour in our
Monte-Carlo simulations (not shown here).
In our measurements, we find the type-II Zeeman slower system to work reliably with

results easily reproduced on a daily basis. When optimizing the system we found some
parameters to be of importance, especially the beam overlap between Lrep and Lsl is
crucial. Slightly focusing the lasers throughout the slowing region on the oven nozzle is
beneficial due to a small transverse confinement force, but the gain is quite moderate.
While the power of Lrep is the limiting factor in our experiment the exact modulation
frequency seems to be quite unimportant. We get our best slowing performance for sinusoidal
modulation with fmod = 12MHz. We additionally tested modulation frequencies ranging
from fmod = 6− 24MHz as well as other modulation schemes like sawtooth and triangular
modulation, which altered the frequency spectrum significantly but changed the slowing
result by only 20 to 30%.

Overall we attained a flux of ΦII = 3.3·109 cm−2s−1 under 35m s−1 for an oven temperature
of Toven = 190◦C. Due to the available repump power limiting our slowing performance, we
reach a fraction of η = a

amax
= 0.38 of the maximum attainable deceleration amax.

5.4. Comparison to Conventional Slowing Methods

5.4.1. Type-I Zeeman Slower
First, we compare to the slowing result of a traditional type-I Zeeman slower working on the
D2-line of 39K. These are a standard beam slowing method used to load magneto-optical
traps for alkali or alkaline earth atoms and can therefore be seen as a benchmark for
our type-II Zeeman slower. The maximum achievable radiation pressure on the D2-line
(λ= 766.7nm, τ = 26.37ns) is approximately the same as on the D1-line (λ= 770.1nm, τ =
26.72ns) and the comparison gives a good hint, if the velocity selectivity and the distribution
of the force along the slowing path for our type-II Zeeman slower is as favorable as in the
type-I case. To our best knowledge this is the first time a Zeeman slower is implemented on
the D2-line of 39K.
To realize a type-I Zeeman slower in our setup, we lock Lsl 809MHz red of the D2-line

crossover. The light is polarized to drive σ−-transitions so that the slowing takes place on
the closed 42S1/2, |F = 2,mF =−2〉 → 42P3/2, |F = 3,mF =−3〉 transition as shown in the
inset of Fig. 5.13. No sidebands for Lsl and no repumper is needed in type-I Zeeman slowing.
We get the best slowing result for the type-I Zeeman slower, when no offset field Boffset = 0G
is applied, as shown in the inset of Fig. 5.13. The magnetic field is generated by the shaped
magnetic field coil resulting in an increasing field Zeeman slower starting with B = 0G and
ending at about B = 375G at the end of the slowing region.
Figure 5.13 (a) shows the slowing result we achieved in our experiment. The capture

velocity lies at vcap ≈ 500m s−1 and the final peak velocity at vp ≈ 35m s−1. Between these
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Figure 5.13.: (a) Differential absorption signal of type-I Zeeman Slowing in
a σ−-configuration (see inset). (b) Corresponding Monte Carlo simulation.
The inset shows the applied magnetic field. We do not use an offset field for
the type-I slower.

two velocities there is nearly no atom signal showing the efficient deceleration over the whole
velocity range. In Fig. 5.13 (b) the corresponding Monte Carlo simulation is shown, again
exhibiting a good agreement with the experimental results.
We find that the type-I slower is more dependent on exact beam alignment and focusing

conditions of the slowing beams than in the type-II case. A focus near the nozzle of the
oven leads to high intensities, where the resulting power broadening of the transition is large
enough to cover the whole Doppler range of the longitudinal velocity distribution [84]. As a
result all atoms are pumped into the stretched slowing state. In contrast to this, in type-II
Zeeman slowing all ground state sublevels are coupled, so that there is no need for optical
pumping into a desired state.
Although it has been noted elsewhere [85, 86] that the small hyperfine splitting in the

excited state could lead to loss from the slowing process, we do not find this to be a problem.
We also tried out a different configuration where an offset field of about Boffset ≈ 675G is

applied and the Zeeman field magnitude ∆B is kept the same. We locked the laser 1618MHz
red to the D2-line crossover. Here the slowing result is about a factor of 1.5 worse than
without an offset field although ∆B and the corresponding vcap and vfin are kept the same.
This can be explained by the fact, that for the configuration with Boffset = 0G the slowing
laser Lsl is already resonant for atoms traveling near vcap in the 50cm long oven region and
therefore cuts deeper in the longitudinal velocity distribution sweeping more velocity classes
in the slowing process. This is also seen in the Monte Carlo simulations, which predict the
same differences in achieved flux below v‖ = 35m s−1 for the different configurations.

We measure a flux of atoms with velocities slower than 35m s−1 of ΦI = 5.5 · 109 cm−2s−1.
This is a factor of 1.66 larger than the flux measured in the type-II Zeeman slower scheme.
The better performance arises from the higher capture velocity of about 500m s−1 instead
of 350m s−1 in the type-II case, the latter being limited by more demanding laser power
requirements.Furthermore, the type-I slower effectively starts slowing in the oven region,
where for the case of the type-II slower the actual slowing starts not until the field reaches
B0 inside the solenoid similar to the type-I slower where a magnetic offset field is applied.

5.4.2. White-Light Slowing
In a next step, we compare type-II Zeeman slowing to white-light slowing, which is an
established method for radiative slowing of a molecular beam [39, 46]. In our setup, frequency
broadened laser light is provided by Lrep, this time detuned to the red side of the potassium
resonance. We modulate with a sinusoidal frequency of fmod = 12MHz to an approximate
width of ∆ω ≈ 900MHz corresponding to a velocity range of ∆v ≈ 400m s−1.

The laser is linearly polarized and we find the best slowing result, when a magnetic field of
B0 = 11G is applied throughout the slowing region. We suppose this to be due to enhanced
destabilization of coherent dark states on the D1-line in a magnetic field [38]. The final
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Figure 5.14.: (a) Achieved white-light slowing signals for different vfin. The
inset shows the corresponding force profiles calculated with multilevel rate
equations. (b) Corresponding Monte Carlo simulation.

velocity distribution of the atoms after slowing is measured by detecting the fluorescence
induced by Ldet. Although the resulting signals are usually noisier and need more time to
average than the differential absorption it was used here because of two reasons. First, the
white-light slowing lasers are close to resonance in the detection region and pump the atoms
into the 42S1/2, |F = 1〉 state. We therefore would need a high power repumper LdRe to
pump the atoms back into the 42S1/2, |F = 2〉 detection state over the whole region where
Ldet crosses the atomic beam. Because the fluorescence optics only collects light from a
small volume in the middle of the chamber, the power of LdRe ≈ 20mW is sufficient to pump
the atoms back here. The second reason is background potassium gas, which we see more in
the absorption pictures than in the fluorescence pictures, as the absorption laser crosses the
whole chamber. This effect is of no importance for the Zeeman slowing data as the slowing
peaks are much higher, but for the small signals at low velocities in white-light slowing it
heavily disturbs the slowing result.

Figure 5.14(a) shows the measured velocity distributions. For the different measurements
we kept the modulation of the slowing laser constant and altered the offset detuning resulting
in different final velocities. The initial velocity distribution is shown as the black curve. For
the blue graph we see a deceleration from approximately 600ms−1 down to 200ms−1. The
slowing laser cuts a deep hole into the velocity distribution and increases the density at
200ms−1 significantly. If we detune the slowing laser to be resonant with lower velocity
classes, the capture velocity and the final velocity shift accordingly (orange curve). The
density at lower velocities still increases in comparison to the unslowed distribution but
the efficiency is rapidly decreasing. This behavior is seen in many publications regarding
white-light slowing for atoms [87] and molecules [39, 40, 46].

In Fig. 5.14(b) the corresponding Monte Carlo simulations are shown and the inset of
Fig. 5.14(a) shows the calculated deceleration force used for the simulation. The force
is calculated by multilevel rate equations, taking into account the frequency spectrum of
the slowing laser and the hyperfine structure of the D1-line. The simulations show good
agreement with the measured distributions concerning the capture and the final velocity.
Also the peak at very slow velocities is small compared to the Zeeman slowing cases as the
efficiency of the slowing to low velocity classes rapidly decreases. Still the results from the
simulation suggest a slightly better slowing result as was measured. In the simulation nearly
no atoms are lost between the capture and the final velocity (see the orange curve in Fig.
5.14(b)). Presumably due to a smaller force in the experiment than the rate equation model
suggests. In fact we measure the best slowing result with a small magnetic offset field applied
supposedly due to remixing of coherent dark states. This effect is not taken into account in
the rate equation model and could explain the lower force and therefore the loss at higher
velocities in the experiment. A more realistic force profile could be obtained by solving the
optical Bloch equations for the whole system.
In white-light slowing all atoms reach their final velocity at a different point in space.

Therefore the time the atoms spend in the slowing region is not minimized as in type-I
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Figure 5.15.: Trajectories obtained from three dimensional Monte Carlo
simulations of the slowing process. Each graph shows trajectories of 50 39K
atoms randomly chosen from the initial velocity distribution. The first row
show the results of the white-light slowing simulation. In (a) the velocity as
a function of slowing distance is plotted, whereas in (b) the distance r to
the slowing axis z is plotted. In (c) and (d) the corresponding graphs for
type-II Zeeman slowing are shown.

or type-II Zeeman slowing and the transverse spread leads to high losses until the slowed
velocity class finally reaches the detection region. Figure 5.15 shows the trajectories of slowed
particles obtained from the Monte Carlo simulations of the slowing process. 5.15(a) shows
the velocity as a function of slowing distance. It can be seen that a significant number of
atoms is slowed to velocities under 100m s−1. But as the atoms reach their final velocities at
different points in space the divergence of the beam increases considerably, as can be seen in
Fig. 5.15(b). For a comparison the results of the simulation for type-II Zeeman slowing are
shown in Fig. 5.15(c) and (d), where the transverse spread is efficiently minimized as the
atoms travel at their initial velocities up to the point where Lsl is shifted into resonance.
The second effect is, that the slowing force has no sharp cutoff at low velocities. The

relatively broad cutoff results from the finite hyperfine structure of the excited state and
the power broadening of the slowing transition. Additionally the frequency spectrum of the
slowing laser as seen in Fig. 5.1(c) has no sharp cutoff at high frequencies. Atoms which
have already reached the desired end velocity will still be decelerated while flying to the
detection region, leading to spreading of the slowed velocity peak. This effect gets stronger
the slower the atoms are. For very low velocities this can even lead to deceleration under
0m s−1 where the atoms obviously never reach the detection region. Our white-light slowing
result is limited by the power of the frequency broadened slowing laser of 400mW.
In the white-light slowing case the laser does not have to be as broad in frequency

(∆f ≈ 900MHz) as the repump laser for the type-II Zeeman slowing case (∆f ≈ 1.6GHz).
This is because the laser only has to cover the lower hyperfine structure of 460MHz and
additionally the changing Doppler shift. Therefore the spectral power density is higher and
the slowing cuts deeper inside the longitudinal velocity distribution as the type-II Zeeman
slower, having a higher capture velocity of about vcap = 500m s−1. Still this benefit does not
result in higher fluxes at low velocities.
The flux of atoms below 35m s−1 achieved is Φw = 1.5 · 108 cm−2s−1 about a factor of 20

less than for the type-II Zeeman slower and correspondingly a factor of 33 lower than for the
type-I slower. Another disadvantage is the near resonant light of the slowing laser in the
detection region, which can disturb a following magneto-optical trap [51].
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Figure 5.16.: Measured velocity distribution for type-II Zeeman slowing and
white-light slowing when deconvoluted with the expected velocity resolution.

5.5. Longitudinal Temperature of the Slowed Particles

The measured peaks at slow velocities in type-II and type-I Zeeman slowing have a full width
at half maximum of σII = 36m s−1 and σI = 32m s−1 respectively, whereas the Monte-Carlo
simulations predict somewhat narrower peaks.
In principle we can deconvolute our measured data by the expected velocity resolution

derived in 5.2.4. By doing so we get the data shown in figure 5.16. From this we conclude that
the FWHM of the slowed peak is σII = 18m s−1 for the type-II Zeeman slower corresponding
to a longitudinal temperature of T‖ ≈ 270mK. The same procedure yields for the type-I
Zeeman slower T‖ ≈ 200mK. Whereas for the white-light-slowing no temperature can be
given as there is no distinct slowed peak.

Concerning the flux the measured signal at velocities v‖ < 35m s−1 in white-light slowing
might to some part be only due to the finite velocity resolution. Comparing the deconvoluted
data we expect the factor in flux between white-light slowing and type-II Zeeman slowing to
be ΦII/Φw = 25 This is slightly larger than deduced directly from the measurement. The
same procedure yields for the comparison between type-II and type-I Zeeman slowing a
factor of ΦI/ΦII = 1.7.
Summing up the deconvolution of our data gives us a better hint on the achieved lon-

gitudinal temperature in type-II and type-I Zeeman slowing. Concerning the comparison
of the fluxes between the different methods the deconvolution does not alter the results
considerably.

5.6. Discussion

We have demonstrated and compared three different beam slowing techniques. Two of
these, white-light slowing and type-II Zeeman slowing, are implementable for laser coolable
molecules. As the magnitude of the slowing force for all three cases is on the same order we
understood the observed differences to be the result of the efficiency with which this force is
applied. Comparison of the experimental data with Monte Carlo simulations supported this
idea.
We found type-II Zeeman slowing to have the same continuous velocity compression

characteristics as type-I Zeeman slowing. In both schemes we achieve a well defined final
velocity with a width corresponding to a longitudinal temperature of T‖ ≈ 270mK for the
type-II and T‖ ≈ 200mK for the type-I slower. The performance of the type-II Zeeman slower
is experimentally limited by the laser power of the frequency broadened repumper Lrep. For
the white-light slowing case the losses through transverse spreading are larger due to the
unfavorable application of the slowing force. Furthermore the slowing force has no sharp
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5. Demonstration Experiment on 39K

cutoff and the slowed atoms are spread out over a broad velocity range. Compared to chirped
light slowing, which was not implemented during this work and which is also applicable for
laser coolable molecules, we expect the type-II Zeeman slowing to be advantageous due to
its continuous nature. The phase space acceptance of chirped light slowing is rather small
and only parts of the comparatively long temporal pulse widths out of buffer gas sources can
be slowed down. Furthermore, particles reaching their final velocity determined by the end
frequency of the chirp are spread out in space. Those disadvantages are partly compensated
for by more relaxed power requirements allowing for larger slowing beam diameters in the
experiment. The full potential of type-II Zeeman slowing in comparison to chirped light
might be unfolded in future molecular experiments by continuous cold beam sources.
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6
Design and Construction of a Buffer Gas Beam Source

The starting point of experiments aiming at direct laser cooling of molecules is typically a
buffer gas beam source. In such a device the molecules of interest are pre-cooled translationally
and rotationally by a buffer gas at cryogenic temperatures and a molecular beam is formed.

Cryogenic buffer gas beam sources (CBGB) are commonly used in laboratories nowadays
and produce high fluxes of slow and cold molecules. The technique was pioneered in the
Harvard group of John Doyle [88] and later adopted by the Tarbutt group in London [89]
and the Rempe group in Munich [90, 91]. The technique has seen a rapid development in the
last years and there are several methods to introduce the species of interest into the buffer
gas, all of them having their own experimental challenges. Here we focus on ablation loaded
CBGB’s which are used to produce beams of molecular radicals, especially earth alkaline
halides.
Figure 6.1 (a) depicts a sketch of a laser ablation loaded CBGB. The cell is cooled to

cryogenic temperatures around 4K and cold helium is added through a fill line. A pulsed
laser is focused on a solid precursor target that is mounted inside of the cell and comprises
the molecules of interest. The rapid deposition of heat into a small region on the target
by the laser pulse leads to laser ablation and a pulse of evaporated particles is injected
into the helium flow. The molecules of interest are cooled by the buffer gas internally and
translationally and then leave the cell through an aperture in the front facet.

The produced molecular beams have forward velocities ranging from v‖ ≈ 100− 200ms−1

for one stage buffer gas sources and v‖ ≈ 35− 100ms−1 for two stage buffer gas sources
[17]. Furthermore, they produce cold molecules with macroscopic population in the low
lying rotational states. Figure 6.1 (b) shows the population in the lowest rotational states
for 40Ca19F for several temperatures in the cryogenic regime. The emitted molecular pulse
will serve as the starting point for radiation pressure slowing which will be applied from
the electronic ground state with rotational quantum number N = 1 as it was explained in
chapter 2. This illustrates that not only the moderate forward velocities are beneficial as a
source for experiments aiming for cooling and trapping of molecules but also the macroscopic
population in the rotational state with N = 1 for these pre-cooled molecules.

Our Approach
To acquire knowledge about laser ablation loaded buffer gas beam sources in our group we
used an approach outlined as follows. We first build a buffer gas cell whose design is inspired
by previously published work [87]. We try to understand the behavior and simulate the
system to validate our interpretations. We then want to use the knowledge we gained to
design an improved geometry.
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6. Design and Construction of a Buffer Gas Beam Source

Figure 6.1.: (a) Injection of the molecules of interest into the cold 4He via
laser ablation. The molecules have an initial temperature of T ≈ 104K and
thermalize in the first several µs−ms to the temperature of the buffer gas.
The beam is formed by drilling a hole in one of the walls of the chamber,
through which the particles exit the cell. (b) Rotational state population of
40Ca19F at different temperatures. The distributions show the importance of
pre-cooling to cryogenic temperatures to produce internally cold molecules
as only molecules with Nrot = 1 are addressed by the cooling lasers.

This Thesis
In the first section I will summarize the basic principle and the main physical processes at
play in a laser ablation loaded CBGB leading to the production of a cold molecular beam.
In the following section I revisit the theoretical framework behind the helium flow in a

CBGB by introducing the one-dimensional fluid flow model [18] and motivate the choice in
favor of this hydrodynamic description.
The third section describes the simulations which I carried out using the computational

fluid dynamics (CFD) software OpenFOAM [92] giving further inside in the 4He flow field.
Lastly I describe the design and construction of the experimental apparatus containing

the CBGB.

6.1. Basic Properties of CBGB’s

The main physical processes apparent in a CBGB are first the ablation of molecules into
the cold 4He flow, second the thermalization of the initially hot ablated material, third the
extraction of the molecules through the aperture of the cell and finally the remaining beam
formation process after the molecules have passed the aperture. These different processes
are detailed in the following subsections.

6.1.1. Molecule Production via Laser Ablation
Laser coolable molecules are typically radicals with an unpaired valence electron not partici-
pating in the binding of the molecule. Due to this free electron these molecules are highly
chemically reactive and have a short lifetime if not well isolated from the environment. Hence
they are not readily available in a gas bottle.
Depending on the particle of interest, simple sublimation of the solid is sufficient, for

example in the ablation of atoms from their solid counterparts. This is different when during
the ablation molecular bounds have to be broken , as it is the case in the ablation of 88Sr19F2,
40Ca19F2 and 89Y16

2 O3 targets to produce 88Sr19F, 40Ca19F and 89Y16O respectively. Here
higher ablation energies are needed to generate a plasma on the target surface where the
molecular bonds can be broken to produce the radicals of interest. The ejected particles are
typically at a temperature of about Tabl = 104K.
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6.1. Basic Properties of CBGB’s

6.1.2. Thermalization and Mean Free Path
The first cooling of the initial hot particles with temperature T0 takes place through collisions
with the cold 4He gas present in the cell volume at temperature THe. Neglecting all internal
energy contributions the translational temperature TN of particles with mass ma after a
certain number of collisions N with 4He is given by [93]

TN = (T0−THe)exp(−N
κ

) +THe, (6.1)

where κ = (ma+mHe)2

2mamHe
is the number of collisions needed to diminish the temperature

difference by 1/e, for 39K this characteristic number is κK ≈ 6. To get a feeling for the order
of magnitude, we want to mention that in our later experiments T0 of the ablated 39K is
estimated to be 6 · 104K. This means that here about N ≈ 80 collisions are needed to arrive
at a temperature within a few percentage of the buffer gas temperature. The numbers are
similar for the ablation of other species.
The mean free path λ of a particle of species a inside 4He buffer gas is given by [94]:

λa = 1

naσa-He

√
v2

a+v2
He

va

, (6.2)

where va and vHe are the mean velocities of species a and He respectively. For a thermalized
mixture where 1

2mHev
2
He = 1

2mav2
a this can be rewritten in

λa = 1
naσa-He

√
1 + ma

mHe

. (6.3)

When discussing the mean free path of a pure mixture, as in the buffer gas for 4He, we
get the well known formula:

λHe = 1
nHeσHe-He

√
2

(6.4)

Note that therefore the mean free path of the particles a changes during the thermalization
process. At typical buffer gas densities of nHe ≈ 1015−1017 cm−3 and a collision cross section
of σa-He ≈ 10−14 cm−2 the mean free path is about λ≈ 7− 700µm leading to thermalization
lengths with an upper limit d < Nλ ranging from 1− 100mm. Thus cell dimensions of a few
cm are sufficient to thermalize the particles.

6.1.3. Extraction from the CBGB
The process leading to extraction of the thermalized particles is advection in the bulk motion
of the 4He buffer gas. The particles will be entrained into the 4He flow field and eventually
leave the cell through the aperture together with 4He. The other main process is diffusion.
If diffusion is the dominant process, most particles will diffuse to the cold cell walls were
they will condense and will be lost for the later experiments. If advective entrainment is the
governing process a large fraction of the particles can leave the cell and form the molecular
beam. This advective process is often called hydrodynamic enhancement. Section 7.1.2 and
7.1.4 go into more detail about the entrainment process.

45



6. Design and Construction of a Buffer Gas Beam Source

6.1.4. Beam Formation: Effusive vs. Hydrodynamic
Considering a volume filled with a gas at thermal equilibrium, the particles inside the cell
volume obey the velocity distribution:

p(~v) =
(

m

2πkBT

) 3
2
e
−m|~v|2
2kBT . (6.5)

If the pressure outside of the cell volume is considerably lower, a molecular beam can be
formed by drilling a hole with diameter dap into one of the walls as shown in Fig. 6.1 (a).
When the mean free path of the particles λ is larger than dap the particles will leave the cell
without experiencing collisions upon exit. The longitudinal velocity distribution f from the
beam is then an image of the thermalized velocity distribution in the cell volume and follows
the relation

fden(v) = 4
π

(
m

2kBT

) 3
2
v2e

−mv2
2kBT (6.6)

for a density measurement or by

ffl(v) = C
4
π

(
m

2kBT

) 3
2
v3e

−mv2
2kBT (6.7)

for a flux measurement, where C is a normalization factor. Note that the measured velocity
distribution of particles with mass m is only given by the temperature.

This changes when λ becomes comparable to the diameter of the aperture dap. The ratio of
the mean free path and the typical length scale of the flow field is called the Knudsen number
Kn = λ

dap
. When Kn � 1 particles will experience many collisions in the aperture region

and the speed of the particles will be boosted to higher velocity classes. When expanding
into a vacuum region, the particles will undergo further collisions during the expansion until
the density has fallen to a point where collisions can be neglected (free molecular flow).
The number of collisions a particle experiences and the associated boost in velocity w is
dependent on the initial density in the cell and therefore the flow rate. The longitudinal
velocity distribution measured in an experiment can then be described by a drifting Maxwell
Boltzmann distribution

P (v) = C

(
m

2πkBT

)3/2
v3e

−m
2kBT

(v−w)2
. (6.8)

w is a function of the distance to the aperture and can be calculated as it will be described
later in 6.2.1 and 7.2.2. Note that w is not the most probable velocity. The peak of a
measured distribution will lie at higher velocities:

vp = mw+
√
m
√

12kBT +mw2

2m (6.9)

Figure 6.2 shows the longitudinal velocity distribution for an effusive source of 39K at
T = 4K in blue and the final velocity distribution of 39K for an expansion with 9sccm1

through an aperture with dap = 5mm calculated by the sudden freeze model described later
in 7.2.2 and assuming full entrainment in the 4He flow field.
1standard cubic centimeters per minute
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Figure 6.2.: Velocity distributions of 39K at TCell = 4K. In blue the effusive
velocity distribution is shown. The orange curve shows a hydrodynamically
boosted distribution following equation 6.8, where w and T have been
calculated by the sudden freeze model, which will be outlined in 7.2.2.

In the intermediate regime where most CBGB’s are operated the final velocity will lie in
between the limits of pure effusive flow and the full hydrodynamic entrainment.

We will come back to the beam formation process and the corresponding velocity boost in
7.2.3, for our measurements of 39K, where we also go into more detail about the entrainment
of 39K in the 4He flow.

6.2. Model of the 4He Flow Field

In this section we describe our model of the 4He flow field inside of the buffer gas apparatus.
The 4He is responsible for the hydrodynamic entrainment of the molecules, and the flow field
will have an impact on the extraction characteristics of the cell. The introduced model yields
a qualitative picture and quantitative results in terms of the density and pressure inside the
CBGB as a function of mass flow rate and it predicts a longitudinal velocity distribution
coming near to the ones observed in experiments.

6.2.1. 4He as a Compressible, Inviscid Fluid

A simplification useful for estimating the properties of the buffer gas cell is the model of
one-dimensional fluid flow. The equations stated in this section are taken from [18] and can
be found in any other textbook dealing with compressible fluid flow and super sonic flow. As
far as we know this is the first time this model is used to describe the behavior of a CBGB.
Neglecting the ablation process and assuming that the 4He entering the CBGB has the

same temperature as the cell walls, there is no entropy exchange in the system. Hence the
flow of the 4He buffer gas can be described by an isentropic flow. The one-dimensional fluid
flow model assumes that the properties of the flow field are constant over every individual
cross-section perpendicular to the fluid velocity. If the flow direction is the x-axis then the
properties of the fluid flow are only dependent on x. This simplification does not account for
the viscosity of the fluid flow but the main properties of buffer gas cells, such as the pressure
P and density ρ inside the cell as well as the velocity of the fluid w at the aperture, can
be derived from that model. The Navier-Stokes equations in the one-dimensional fluid flow
model are simplified to:
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Continuity Equation: dw
w

+ dρ
ρ

+ dA
A

= 0

Momentum Equation: wdw =−dP
ρ

Energy Equation: wdw+dh= 0

Equation of State: P = ρkBT

m

here A is the cross-sectional area perpendicular to the flow direction and h is the specific
enthalpy. We describe 4He as an ideal gas. A characteristic velocity in the flow field is the
speed of sound

c=
√
κ
kBT

m
(6.10)

which is the speed at which a pressure disturbance propagates through the flowing medium.
Here κ is the adiabatic index which is κ= 5

3 for monatomic gases like 4He.
Assuming an isentropic flow of an ideal gas through a channel with changing cross-sectional

area A we can write:

dA
A

+ dw
w
·
(

1− w
2

c2

)
= 0 (6.11)

dA
A

+ dw
w
·
(

1−M2
a

)
= 0 (6.12)

where Ma is the Mach number which is defined as the ratio Ma = w
c . Depending on

whether the flow field moves at supersonic speed withMa > 1 or at subsonic speedMa < 1
greatly influences the behavior of the flow field. Note, that for a compressible fluid flowing at
velocities well below the sonic velocityMa� 1, the fluid behaves similar to an incompressible
fluid. When the cross-sectional area is decreasing (dAA < 0) the fluid flow w is increasing
(dww > 0) vice versa to fulfill the continuity equation. This is due to the fact that at subsonic
speed all pressure disturbances can travel fast enough through the flow field such that the
change in density dρ

ρ ≈ 0.
If the fluid moves atMa > 1 an increase in cross-sectional area dA

A > 0 leads to an increase
in the fluid flow velocity dw

w > 0. To fulfill the continuity equation the density will fall dρ
ρ < 0

correspondingly.
Assuming a volume filled with a gas at pressure p0 which is coupled through a channel to

a volume with pressure p < p0 the gas will flow in the direction of the volume with lower
pressure and the flow will reach sonic velocityMa > 1 if

p

p0
≤ ( 2

κ+ 1)
κ
κ−1 ≈︸︷︷︸

κ=5/3

0.487 (6.13)

is fulfilled. This is the case for the comparably high buffer gas densities needed for
thermalization and the high vacuum region outside of the cell. From formula 6.11 we can
also deduce that Ma = 1 will be reached at the smallest cross-sectional area A, which is
located at the aperture of the CBGB.
Now we can already build a qualitative picture of the flow field in a buffer gas beam

source. The cross-sectional area of the cell is typically large compared to the diameter of the
aperture. If the smallest cross-sectional area is indeed the aperture, 4He will behave as an
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Figure 6.3.: Longitudinal velocity distribution at the aperture calculated
by the equation 6.8 using the one-dimensional fluid flow model. The assumed
stagnation temperature T0 = 4K leads to Tap ≈ 3K and wap ≈ 102m s−1 for
4He and 39K.

incompressible fluid inside the cell volume and the density, pressure and temperature will
be mostly homogeneous. Sonic velocity will be reached at the aperture (Ma = 1). Further
downstream, due to the increasing cross-sectional area A, the flow velocity w is increasing
and the density ρ and temperature T will decrease. Note that no pressure information
downstream of the aperture can travel upstream into the cell if sonic velocity is reached
inside the aperture. This means that the inner cell dynamics are independent of the changes
in cross-sectional area downstream.
More quantitative statements can also be made, as all fluid properties can be calculated

as a function ofMa and the stagnation conditions T0 and p0, which are the pressure and
temperature of the gas at w = 0:

w =Ma ·

√
κ
kBT0
m

/(1 + κ− 1
2 M2

a) (6.14)

p

p0
= (1 + κ− 1

2 M2
a)
−κ
κ−1 (6.15)

T

T0
= (1 + κ− 1

2 M2
a)−1 (6.16)

ρ

ρ0
= (1 + κ− 1

2 M2
a)
−1
κ−1 (6.17)

If we assume a stagnation temperature of T0 = 4K we calculate the flow velocity and
temperature of 4He at the aperture to be wap ≈ 102m s−1 and Tap ≈ 3K. Additionally
we can calculate the longitudinal velocity distributions at the aperture, which this model
predicts for 4He or for a particle of interest fully entrained and thermalized with the 4He flow
field after the formula 6.8. Figure 6.3 shows the corresponding distributions at the aperture
for 4He and 39K as an example particle entrained in the flow field.

The calculated velocity distributions at the aperture would be observed in an experiment,
if downstream from the aperture the fluid properties freeze out and free molecular flow comes
into play. The distributions already come quite near to the ones observed in the experiments.
Still, for most sources the experimentally observed distributions are shifted towards higher
velocities, since further collisions in the expansion have to be accounted for. In fact, for our
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Figure 6.4.: (a) The number density and pressure for a 4K 4He buffer gas
cell calculated by the hydrodynamic one-dimensional fluid flow model as a
function of applied mass flow rate. As the fluid velocity w at the aperture is
fixed for a given stagnation temperature T0 a linear increase in mass flow
results in a linear increase in the chamber pressure. (b) Flow regimes in the
beam formation region, here for a cell with dap = 3mm where Kn = λ

dap
as a

function of flow rate. To calculate λ we calculate the density at the aperture
with a hydrodynamic model. However, an effusive model differs only by a
factor of 2. Most experiments work at flow rates F between 1-10 sccm in
the intermediate to hydrodynamic regime.

source of 39K the mean velocities always lie slightly higher than calculated here, even for the
lowest mass flow rates (see section 7.2.3).

Typically the helium flow in the experiments is regulated by a mass flow controller. With
the aforementioned equations and remembering the ideal gas law pV =NkBT we can deduce
a formula for the pressure inside the buffer gas chamber depending on the mass flow if we
assume that the properties inside the buffer gas chamber represent the stagnation conditions:

pap = 4kBTap
πd2

apwap
· dN
dt

(6.18)

pCell ≈ p0 = 1
0.487pap (6.19)

where dN
dt is the number of atoms flowing through the aperture per second which is given

by the mass flow rate typically measured in sccm, where 1sccm=̂4 5 · 1017 atomss−1 for 4He.
Figure 6.4 (a) shows the pressure and number density inside a buffer gas chamber as a
function of mass flow rate for three different aperture diameters.

Figure 6.4 (b) shows the Knudsen number Kn calculated for dap = 3mm. The distinction
between the different flow regimes is not sharp but is often stated to be as indicated [18].
The flow rates F we apply to our cell are between F ≈ 2−50sccm, here the Knudsen number
lies mostly in the hydrodynamic regime.
The velocity of the fluid in the cell chamber wc with cross-sectional area Ac can be

calculated by using the conservation of flux

ρcwcAc = ρapwapAap (6.20)

→︸︷︷︸
ρc≈ρ0

wc = ρap
ρ0

wapAap
Ac

. (6.21)

Here, the assumption ρc ≈ ρ0 can be made due to the fact that the Mach number is well
below 1 inside the cell volume. The factor ρap

ρ0
can then be calculated using relation 6.17 and
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setting Ma = 1. wap ≈ 102m s−1 is known, such that wc becomes a function of only Aap
Ac

.
Note that therefore the velocity inside the cell wc is to first order independent of the mass
flow rate F .

6.3. OpenFOAM-Simulations

The previous section employed the frictionless one-dimensional fluid flow model and gave a
first insight into the properties of the flow field. In fact, the flow field will not be constant
over every cross section perpendicular to the flow velocity due to the viscosity of 4He and
the friction to the cell walls. To account for this effect the following section is about the
simulations I implemented using the open-source computational fluid dynamics program
OpenFOAM. Here I simulate the three-dimensional 4He flow field in our actual cell geometry
taking viscosity into account.

One consequence of friction and viscosity is the emergence of vortices in the flow field. In
previous experiments it has already been seen that these can obstruct extraction, as particles
are trapped inside the vortices and are not entrained towards the aperture [95]. The purpose
of this section is to understand under which conditions vortices appear for the parameters
present in our experiment and how they can be circumvented.

6.3.1. Simulation of the 4He Flow
The 4He flow field is calculated by using the compressible fluid flow solver rhoCentralFOAM.
The solver is capable of solving flow phenomena which incorporate compressible behavior,
supersonic flow (Ma > 1), viscous effects and turbulence. All simulations shown here were
carried out in three dimensions.

Outlet: P=Pout

gradv=0
gradT=0

Cell: T=4K
v=0m/s
gradP=0;

Inlet: T=4K
v= constant 
     mass flow
gradP=0

Figure 6.5.: CAD-Model which is used to define the different patches
and generate the mesh together with the boundary conditions used in the
OpenFOAM simulation. The condition fixedValue assigns a value to the
boundary and keeps it fixed throughout the simulation. With zeroGradient
the value can alter throughout the simulation and is assigned from the value
of the neighboring inner cells onto the boundary.

Figure 6.5 shows the configuration in space and the boundary conditions we feed in our
simulation. Table 6.1 shows the OpenFOAM solvers, mesh generation algorithm and physical
models used and in table 6.2 the given parameters2 can be seen.

2The parameters used are from reference [96]. The viscosity is fitted to the equation given in [97] by the
Sutherland transport model implemented in OpenFOAM.
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Simulation Software OpenFOAM v. 2.3.0
Solver rhoCentralFoam
Mesh Generation snappyHexMesh
Transport model sutherlandTransport
Turbulence model laminar

Table 6.1.: Solvers used in the simulation of the 4He-flow field

Equation of state pV =NkBT perfect gas

Molar mass M 0.004 kg
mol

Specific heat cP 5193 J
kg·K

Prandtl Pr 0.66

Viscosity
As = 1.098 · 10−6

µ(T ) = As
√
T

1+Ts/T
Ts = 4.995

µ(4K) = 9.7 · 10−7 kg
ms

Table 6.2.: Parameters used in the simulation of the 4He flow field.

A typical result of our simulations is presented in Fig. 6.6, here the color coding follows the
Mach number. The fluid shows increased Mach numbers, and therefore compressible behavior,
at the inlet where the cross-sectional area changes drastically and at the aperture region.
At the location of the apertureMa = 1 is reached, in agreement with the one-dimensional
fluid flow model of the previous section. After the aperture the gas accelerates further and
the pressure drops under the finite background pressure pbg which we use in the simulation
(typically pbg = 0.01Pa).

Even further downstream of the aperture the hydrodynamic simulation gives nonphysical
results showing the expected behavior of a supersonic expansion into a volume with finite
background pressure [18]. Here the gas slows down due to the deceleration from the finite
background pressure. This hydrodynamic effect will not be present for an expansion into a
vacuum where collisions with the background gas can be neglected and the free molecular
flow regime will manifest itself. Therefore we will ignore the simulated results far downstream
and will only consider the behaviour in the vicinity of the aperture and upstream of it. Note
that the exact value of the background pressure is of no importance for the results given by
the simulation inside the buffer gas cell volume as no pressure information outside of the
buffer gas cell can travel inside due to the supersonic flow at the aperture3.

6.3.2. Turbulence inside the Flow Field
The Reynolds number defined as Re = wL

ν can be used to describe the influence of turbulence
on the flow field. Here L is a characteristic linear dimension of the flow field and ν is the
kinematic viscosity. By describing if either viscous or inertial forces are dominant in the
fluid flow, the Reynolds number can be used to describe whether a flow field will exhibit
laminar or turbulent behavior. Another helpful relation to calculate the Reynolds number is
the von Kármán relation Re = Ma

Kn .
Inside the cell volume the Mach number isMa < 1 at every point. The Knudsen number

in the flow field inside the cell with a typical length scale of L= 25mm lies at Kn ≈ 0.023 for
3the interested reader may read further under the keyword "choked flow".
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Figure 6.6.: Typical result out of the finite element computation software
OpenFOAM with finite background pressure at the outlet. Here simulated
for a mass flow rate of 10sccm and a background pressure of 0.001Pa. The
picture shows a slice through the middle of the chamber. Inside the aperture
Ma = 1 is reached. The quitting surface lies here at distance of about one
aperture diameter from the exit of the cell. All properties outside of the
quitting surface will be ignored as we do not expect hydrodynamic behavior
downstream but free molecular behavior instead.

a cell with a 3mm aperture and F = 10sccm. We estimate an upper bound for the Reynolds
number Re = Ma

Kn ≤
1

0.023 ≈ 43.
For a flow inside a tube the characteristic Reynolds number for the onset of turbulence

is Re ≈ 2600. Our upper bound is still well below this typical Reynolds number indicating
that turbulence should not play a role for the 4He flow field inside of the cell volume. This is
in agreement with the treatment of other groups [95]. Note that the flow exiting a buffer gas
cell is also often referred to as low Reynolds number flow [17]. The simulations were first
conducted with the kε turbulence model implemented in OpenFOAM but no difference in
the results were seen as compared to the results obtained from a laminar model. Due to the
faster computation time for laminar flow, we decided to neglect turbulence in the ongoing
simulations.

6.3.3. Different Flow Rates
Figure 6.7 shows the simulation results for the CBGB with dap = 3mm. We simulate four
different flow rates F while keeping all other boundary conditions in the simulation constant.
It can be seen that the helium enters the cell volume with subsonic velocities and decelerates
due to the sudden change in cross-sectional area. Shortly before the aperture the gas is
accelerated again toMa = 1 and leaves the cell. The velocity at which the gas enters the
cell volume differs with flow rate. At the point of the gas inlet where the cross-sectional
area changes abruptly vortices build up and increase in size with increasing flow rate. This
behavior is similar to the well studied fluid flow case of a backward step. The gas that
enters the cell volume has a high directivity flowing through the fill line tube. It then shoots
ballistically into the cell volume and acts as a locomotive force on the vortices to its side.
These vortices could possibly trap ablated molecules where they then would diffuse and
most probably stick to a nearby cell wall and would not leave the cell volume through the
aperture.
A second region where vortices can build up is directly upstream of the aperture, where

the cross-sectional area again changes drastically. This situation would be similar to the
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Figure 6.7.: Flow field simulated at different flow rates mathcalF . The
color coding represents the velocity of 4He gas at the respective point, while
the white streamlines represent the movement of the 4He gas flow. As the
flow rate gets higher the flow velocity on the center line is increasing, but
the column width of the directed flow is decreasing due to vortices which
build up on the side of the cell.
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Figure 6.8.: Center line values for the simulations shown in Fig. 6.7. In (a)
it can be seen that the final velocity inside the cell volume is zCell < z < zap
is approximately constant for all flow rates, but the velocity at which the
gas enters the cell near zCell increases for increasing flow rate. (b) and (c)
show the corresponding graphs for pressure and temperature respectively.
Results at z > zap are not considered as the validity of the hydrodynamic
simulation is not given here (grey shaded area).
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fluid dynamic case of a forward step. However, with the flow rates applied we do not see any
vortices building up here. Due to the thin aperture plate the directivity of the fluid flow
directly upstream and downstream of the aperture is less directed and therefore the vortex
building is significantly reduced as compared to the situation near the fill line.
Fig. 6.8(a) shows the velocity plotted along the center line. Again it can be seen that

for higher flow rates the fluid velocity downstream of the inlet increases, whereas the final
velocity further downstream inside the cell is roughly the same for all flow rates. Figure
6.8(b) and (c) show the center line values of pressure p and temperature T . The pressure rises
linearly with flow rate as it is expected and the temperature is nearly constant throughout
the cell volume. At the aperture where the velocity rises the temperature starts to decrease
as expected in an isentropic expansion where thermal energy is converted into kinetic energy.

6.3.4. Different Aperture Diameters
Figure 6.9 shows simulation results obtained when the flow rate is kept constant and the
aperture diameter is varied. The pressure inside the cell drops for a larger apertures due to
the fixed flow velocity w = 102m s−1 inside the aperture and the constant mass flow rate.
The average velocity inside the flow volume rises accordingly but especially the distance to
reach the final value of velocity increases with increasing aperture size, such that the gas
shoots ballistically further inside the cell volume and therefore vortices near the gas inlet
increase in size for increasing aperture diameter (see Fig. 6.9).

The gas inlet has an inner diameter of din = 4mm such that the one-dimensional fluid flow
model would suggest that for apertures where dap > din the sonic velocity would already be
reached near the inlet of the gas. Due to friction to the cell walls, this is still not the case
for dap = 5mm here, but for even larger aperture sizes this has to be considered.

dap=3 mmdap=2 mm dap=5 mm

din=4 mm

w [m s-1]

Figure 6.9.: Different aperture sizes at a flow rate of F = 50sccm. For
larger apertures the flow velocity at the inlet increases, leading to vortices
in the flow field near the inlet.

6.3.5. Placement of a Diffuser
The previous simulations have shown, that for the simple cell design up to now, vortices
appear near the inlet of the 4He gas for increasing flow rates and for increasing aperture
diameters.
This can be circumvented by the placement of a diffuser directly behind the inlet which

forbids the 4He gas to shoot ballistically into the cell volume [87, 98]. The left side of Fig.
6.10 shows the design of the diffuser and how it is integrated into the buffer gas assembly.
The right side of Fig. 6.10 shows the effect on the 4He flow field if such a diffuser is used. It
can be seen that vortices are efficiently circumvented and a smooth flow field results.
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Figure 6.10.: The upper row shows a horizontal cut through the CBGB
with the corresponding flow simulations. In this plane the flow is blocked
by the diffuser plate shown on the left. The lower row shows a diagonal
cut where the 4He can flow through the diffuser. The placement of the
diffuser plate right behind the inlet can circumvent the build up of vortices
inside the Cell and a uniform flow field results even up to mass flow rates
as large as 50sccm. It can also be seen that the fluid moves faster on the
center line than on the edges due to viscosity and friction to the walls. The
distribution of flow velocities perpendicular to the flow direction obeys the
Hagen-Poiseuille equation.

The design is similar to the one used in [87], where such a diffuser was experimentally
installed and differences in the longitudinal velocity distributions have been observed.

6.3.6. Conclusion
We have seen that fairly small changes to the cell geometry have impact on the overall flow
field of the 4He gas. A higher flow rate not only increases the density inside the cell volume
but also impacts the velocity field. This is not expected from the one-dimensional fluid flow
model, where an increase in mass flow rate simply leads to an increase in density, but is a
consequence of the finite viscosity of the gas.
Turbulence should not play a role for all flow rates applied here (F < 100sccm).
For the viscosity used in the simulations macroscopic vortices build up at flow rates higher

than F > 10sccm. Another circumstance which can cause vortices is the ratio of din to dap.
As long as din

dap
� 1 the ballistic shooting into the cell volume is relatively weak becoming

stronger with increasing dap. This effect has to be considered when different aperture sizes
are experimentally investigated to optimize the cell performance. The implementation of a
diffuser plate behind the gas inlet circumvents vortices for all flow rates applied here.

The ballistic shooting into the cell volume might be guided and used to get a fast extraction
of molecules, which to our understanding is to some extent the principle of the source used
in [40].
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Figure 6.11: Vacuum chamber for the cryogenic
apparatus. A viton sealed door allows quick access
to the cryogenic assembly. On the top several
CF40 flanges allow additional feedthroughs to be
installed. The d-shape base sectional area allows
for thinner steel walls as a corresponding cubic
chamber. The cryogenic head is installed on the
top via a CF160 flange. At the bottom of the
chamber a turbopump is directly attached through
a CF160 flange.

6.4. Experimental Apparatus

The experimental apparatus designed and implemented in the laboratory during this thesis
has the purpose to serve as a high flux beam source of cold and slow molecules.

6.4.1. Vacuum System
The main vacuum parts are shown in Fig. 6.11. We use a two stage cryogenic head4 attached
to a custom built vacuum chamber5. The chamber has a d-shape base cross-sectional area,
which gives us the possibility to have a viton sealed door on its flat side for quick access. Due
to the cylinder like shape on the other side, the chamber can be built lighter than a chamber
with a square base cross-sectional area. Apart from the viton sealed door all connections are
conflat flanges6.
On the bottom of the chamber a turbopump7 is attached directly to a CF160 flange to

have a large pumping cross section. The turbopump is backed by a dry scroll pump8. On
the top of the chamber an ion gauge9 is installed to observe the pressure during operation.

Down the molecular beam line a quadrupole mass spectrometer10 is installed, which may
be used as a detection device for ablated molecules in addition to optical detection. Although
we believe the mass spectrometer to have a higher detection threshold than resonant optical
detection it has the big advantage of being molecule independent. Mass spectrometers
measuring the current of the ionized particles, have typical reaction times treact > 1ms to
changing signals, too slow to resolve molecular beam pulses out of buffer gas cells with typical
pulse widths ranging from several 100µs to several 10ms. Therefore, the mass spectrometer
has a pulse ion counting output which we read out with a multi channel scaler11 with an
adjustable bin width from 200ns upwards12.

4Sumitomo RDK 415E
5VAb Vakuum-Anlagenbau GmbH
6the decision in favor of conflat flanges was due to compatibility reasons with other experiments in our
institute

7Leybold Turbovac 360
8Agilent IDP-15
9Pfeiffer full range gauge
10Hiden Analytical RC PIC QMS, 200 amu, cross beam ion source
11FastComtec P7882
12the same Multi-Channel-Scaler might be used later to read out optical signals from a photo multiplier tube
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6.4.2. Radiation Shields
The second stage of the cryogenic head is able to reach a base temperature of 4K when the
heat load is reduced to 1.5W. After evacuating the chamber the biggest contribution to the
heat load is the black-body radiation emitted by the surrounding vacuum chamber lying at
room temperature of about 295K. To reduce this we implemented a radiation shield on the
first stage of the cryostat. The heat load on the second stage is thereby reduced to a value
that allows us to cool the second stage down to 3.5K. To this second stage the CBGB is
attached. All materials if not otherwise noted are made out of oxygen free copper13, to ensure
a good thermal conductivity at cryogenic temperatures [99]. All connections of the assembly
are first cleaned with isopropanol and acetone and are afterwards covered with a thin layer
of cryogenic grease14 to enhance the heat conductivity. To protect the assembly from getting
loose due to thermal contraction during cool down we use flexible steel Belleville washers[99]
which keep the connections tight. Additionally the threads of all screws assembled in blind
holes are smoothed on one side in such a way that no virtual leaks result.

Furthermore we attach a second shield around the CBGB anchored at the 4K-stage. The
inner surface of this second shield is coated with coconut charcoal15 glued to the copper with
cryogenic glue16, which at cryogenic temperatures acts as a cryopump for the 4He flowing in
our chamber. The cryopumping is crucial for the experiment, the background pressure rises
by more than ∆p≈ 1 ·10−5mbarsccm−1 without it, consistent with the pumping speed of our
turbopump of 380 ls−1 for 4He. With the implementation of the cryopump this increase in
pressure went down by two orders of magnitude. For the flow rates applied the background
pressure rises about 1 ·10−7mbarsccm−1, which is low enough for the molecular beam source.
Care was taken that no parts of the assembly come near to the aperture of the CBGB

and are all at least 4 cm away since all 4He scattered at surfaces near the aperture might
attenuate the particle beam. The front plate of the 4K shield has a hole of 1cm diameter.
We additionally prepared a front plate where a skimmer can be mounted, which also has
an open aperture of 1cm. Skimmers are typically used in molecular beam experiments to
reduce beam attenuation due to back-scattered atoms.
Both radiation shields have slotted holes to give optical access for the ablation laser Lab

and several detection lasers L⊥ for a transverse detection (see also Fig. 6.14). The optical
access given by the windows allows for a characterization of the beam properties from directly
behind the aperture at z0 = 0mm up to z = 44mm down the beam path. The windows are
made out of uncoated NBK-7 and block black-body radiation with λ > 2µm efficiently.

6.4.3. Buffer Gas Fill Line
The buffer gas is supplied through a 4He gas bottle, and a pressure regulator17 reduces the
pressure from pbottle ≤ 200bar to psupply ≈ 2bar. The whole fill line consists of electropolished
stainless steel tubing18 connected with standard Swagelok fittings19 and several low pressure
valves20 are implemented. A digital flowmeter21 is installed in the gas fill line regulating the
4He gas flow between 2− 100sccm. Behind the flow meter a Pirani gauge22 is attached to
monitor the gas pressure in the fill line. The last connection to the vacuum chamber is done

13the cell itself is built out of a ofc cylinder with CW009a, whereas the base plates and the radiation-shields
are ofc copper CW008a

14Apiezon N
15Aquacarb 207C
16Stycast 2850 with 24LV catalyst
17Swagelok Stainless Steel PR-regulator
18Swagelok 6L-T6M-S-1.0M-6M-E2, O.D. 6mm, I.D. 4mm
19SS-6M0-6
20Swagelok 6LVV-DP56M
21Bronckhorst F-201CV-100-AAD-33-V
22Pfeiffer TPR270
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Figure 6.12.: Pictures of the cryogenic assembly before being implemented
in the vacuum chamber. The cell shown is the version with optional extension
and diffuser. The charcoal on the inner side of the 4K-shield was later applied.
Here the front plate with the skimmer is shown.

with an all metal flexible tubing23.
The buffer gas enters the vacuum chamber through a liquid feedthrough24 which is attached

to a stainless steel tube spiral25 which acts as a thermal insulation due to its length and
the low heat conductivity of steel [99]. The spiral is attached to a copper tube26 which
is thermally anchored on the 40K base plate on the other side. After entering the 40K
radiation shield the fill line is thermally decoupled with a steel spiral again before it is
thermally anchored on the base plate of the 4K stage. Ultimately the fill line is attached to
the buffer gas cell.

6.4.4. Buffer Gas Cell
Our first cell geometry is based on the one described in [87] from which the geometry was
already used to simulate the 4He flow field in 6.3. The main body is a cuboid with a square
base area of 50mm · 50mm. A 25mm diameter bore acts as the inner area of the buffer
gas cell. The 4He enters through the backface of the cell through an inlet with 4mm inner
diameter and can exit the cell through an aperture on the opposite site.
We prepared apertures with inner diameters of 1,2,3 and 5mm for later experimental

optimization. Perpendicular to the main beam line a hole is drilled to give optical access for
the ablation laser and on the opposite side a molecular precursor target can be mounted.
Cryogenic glue27 is used to mount the target on the target holder made out of oxygen free
copper which is then inserted and sealed to the main cell body. An additional through bore
gives optical access for an inner cell detection of the ablated material. The windows28 are
clamped down with thin aluminum plates, ensuring that during the cool down the windows
do not crack due to different expansion coefficients of the different materials, instead just the
aluminum will bend [88]. An extension is used to mount the ablation window farther from
the ablation target, which has been seen to coat the windows, reducing the transmission
23Swagelok 321-4-X-12-B2, care has to be taken since some parts are only available with 1/4" fittings and the

correct reducer fittings have to be used
24VAB CF40VCR1/4-1L-I
25all inner vacuum connections of the buffer gas fill line are Swagelok VCR, since due to informations

from [100, 101, 102] these are the most reliable to stay leak free despite thermal cycling between room
temperature and cryogenic temperature

26Oxygen free copper CW009a, O.D. 6mm, I.D. 4mm
27Stycast2850
28Thorlabs WG41050 and WG40530
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Figure 6.13.: Explosion image of the buffer gas cell. The parts are sealed
to each other with an indium sealing, as it is explained in [99].

of the ablation light. Optional the cell can be extended by 10mm and can be equipped
with a diffuser plate. There are several threaded holes in the chambers main body where a
temperature sensor can be mounted. To be sure that our cell stays 4He-tight in such a way
that the sum of all leaks out of the cell are in total much smaller than the aperture diameter,
we seal our chamber via indium. As far as we know, this is typically not done for buffer gas
cells and is maybe unnecessary, but as it is easily implemented and fast to realize we decided
in favor of an indium seal. Figure 6.13 shows an explosion image of our CBGB and the
indium seal are also indicated. The relatively soft indium protects the window additionally.
For sealing two copper parts to each other the indium is wrapped around an O-ring holder
with 25mm inner diameter, which is afterwards placed between two copper parts with the
corresponding depression[99].

6.4.5. Temperature Measurement and Regulation

There are several temperature sensors29 which can be installed on the cell main body, the
base plates or at the shieldings of the apparatus. We monitor two temperature sensors at
a time, one on the buffer gas cell and one on the 40K radiation shield via a temperature
controller30. All temperature sensors are in the CU-package allowing for easy installation
and are read out using a four-lead measurement scheme.

Two cartridge heaters31 are inserted into two bores in the base plate of the 4K stage.
These can be used to heat the 4K radiation shield to temperatures T > 10K to release
absorbed 4He from the activated charcoal. Later these heaters could also be used to run the
second stage at higher temperatures for example at T = 15K to use 20Ne as a buffer gas.
As electrical UHV multipin feedthroughs we use a c-type32 for the temperature sensors and
D-type33 suitable for up to 3a per pin for the cartridge heaters.
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Figure 6.14.: Assembly used for the first measurements characterizing the
ablation loaded CBGB. (a) Two absorption signals perpendicular to the
molecular beam are recorded, one inside L⊥1 and one directly behind the cell
L⊥2. (b) A third optical signal is recorded in fluorescence about zfl = 40cm
behind the cell exit where the fluorescence of a perpendicular beam L⊥3
and a parallel beam L‖ can be recorded. A quadrupole mass spectrometer
can be moved into the beam path with a bellow and a compound table34
further down the molecular beam path.

6.4.6. Apparatus for First Characterizations
Figure 6.14 shows the experimental apparatus used for first characterization measurements.
We attach a CF160 tube to the main vacuum chamber described in the previous section. The
CF160 tubes have several CF connectors to its side and are suitable for the characterization
purposes here. We use three optical detection regions in the apparatus. Laser L⊥1 measures
the absorption inside the CBGB on photodiode PD1. The signal on PD2 measures the
absorption of L⊥2 directly downstream of the aperture. The signals here are high enough
such that no differential measurement is needed. The aperture at z0 defines the starting point
of the beam path and at zfl = 32cm we use a fluorescence detection on PD3 to measure the
longitudinal velocity profile through the induced fluorescence of L‖. Similar to the detection
scheme used in chapter 5 we use a laser L⊥3 to pump the atoms into the detection state.

29silicone diode temperature sensor from Cryo Con S950-BB
30Cryo-Con Model 22C
31Cryo-Con 25Ω and 25W
32C-type subminiature feedthrough two-9-pins on DN40CF
33SubD-9 on CF40 flange
34Proxxon KT150
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This section shows first measurements characterizing the CBGB. In particular, a KCl target
was used to produce 39K by ablation and, which has been subsequently detected as described
in 6.14. The characterizations are not finalized yet and a thorough investigation of different
geometries will be part of Paul Kaebert’s PhD thesis.
In the following section, I will first describe the transverse absorption signals near the

buffer gas cell. I will then characterize the influence of the flow rate and reproduce the
measurements with cfd simulations to gain insight into the physical processes apparent in
the buffer gas beam source.

Afterwards I focus on the measured longitudinal velocity distributions and describe them
as a result of a hydrodynamic beam formation process.

7.1. Measured Extraction Characteristics

First we investigate the extraction characteristics of the buffer gas cell. The measurements
shown here are a buffer gas cell with an exit aperture of dap = 3mm and the diffuser plate
installed. For all measurements shown here, the ablation laser is a Nd:YAG with a wavelength
of λ = 1064nm and a pulse duration of approximately 6ns. We ablate at a frequency of
fab = 1 Hz with an energy per pulse of 12.6mJ.
Figure 7.1 (a) shows the absorption signals as measured directly behind the CBGB on

PD2 for several flow rates F . The pulses have widths of several ms and have an asymmetric
shape typical for ablation loaded buffer gas beam sources [95, 103, 104, 44]. For increasing
flow rate F the peaks appear at later times and the following decay gets slower for increasing
F . This qualitative behavior we see for all versions of our CBGB’s. As it was delineated
in section 6.1.3, there are two processes leading to extraction of the cell, namely diffusion
and advection. For increasing F the density inside the buffer gas cell rises accordingly and
thereby the diffusion decreases leading to later arrival times of 39K in the detection region.
The decay of the signals at times t long after the peak timing t > 2tp is well described

by a single exponential decay. For increasing F the decay time increases which further
supports the interpretation of slower diffusion due to a higher density inside the cell. The
good agreement of a single exponential decay suggests that no vortices built up inside the
cell at the shown flow rates. As vortices were seen in [104] to lead to a decay which needs to
be described by a double exponential decay model1. We speculate that the diffuser plate
1In the double exponential model one decay describes the washout of ablated material in parts of the flow

field which is directed to the outlet, whereas the other decay describes particles trapped in vortices which
slowly diffuse into regions with the flow directed to the aperture [104].
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Figure 7.1.: (a)Absorption signal measured directly downstream of the
aperture on PD2 for several flow rates. (b) Absorption signal upstream of
the aperture on PD1 for F = 10sccm.

prevents vortices from building up inside the cell.
The signal on PD1, which measures absorption inside the cell typically saturates for our

ablation conditions. A signal with a rather low ablation yield and no saturation of the
photodiode is shown in Fig. 7.1 (b). Here, the signal shows a large shot to shot fluctuation
and most of the time shows multiple narrow peaks at very short times after the ablation
complicating the analysis of the signal. However, qualitatively the signal shows the same
behavior for increasing F . Still due to the saturation and the large shot to shot fluctuation
we typically use the absorption outside of the cell on PD1 to normalize the fluorescence
signals further downstream, where we measure the longitudinal velocity distribution, on the
number of 39K atoms which left the cell.

7.1.1. Diffusion-Advection Model (Scalar Transport)
Here we simulate the extraction of 39K from the buffer gas cell with the CFD software
OpenFOAM. The approach is similar to the one used in [104, 89]. We take the 4He velocity
flow field calculated as described in 6.3 for the respective cell geometry and assume that the
ablation does not alter the flow field. We model the evolution of 39K concentration c inside
the 4He flow field with the scalar transport quotation

∂c

∂t
= ~∇2(Dmc)− ~∇(~vc). (7.1)

Here Dm is the diffusion coefficient given by [105]

Dm = 3
8(N
π

mHe +mK
2mHemK

)1/2 (kBT )3/2

pσK-HeΩK-He
, (7.2)

where σK-He is the thermally averaged diffusion cross section and ΩK-He is the collision
integral which is typically of order 1 [105]. Inside our cell the pressure p and temperature T
are nearly constant so that the equation can be simplified to

∂c

∂t
=Dm

~∇2c︸      ︷︷      ︸
diffusion

− ~v~∇c︸ ︷︷ ︸
advection

. (7.3)

We use the OpenFOAM solver scalartransportFoam. As fitting parameters we use the
diffusion coefficient Dm and the size and location of the 39K plume after the ablation for a
certain flow rate.
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Simulation Software OpenFOAM v. 2.3.0
Solver scalarTransportFoam
Initialisation of molecular distribution funkySetFields

Table 7.1.: Software used for simulating the molecule evolution in the
4He-flow field
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Figure 7.2.: Measred and simulated evolution of 39K for 10sccm and a
3mm aperture.

7.1.2. Results of the Scalar Transport Model
Figure 7.2 shows the measured absorption signal directly behind the buffer gas cell (signal
on PD2) together with a simulation. The simulation agrees very well with the measurement
showing the correct peak time tp and has the same timescale τ during the decay of the signal.
For this result we assume the initial condition to be centered at r0 = 4mm above the target
and to have a spatial distribution following equation

c(r) = exp(−(r− r0)2

σ2 ) (7.4)

with σ = 9mm.2 The diffusion coefficient Dm used in the simulation is Dm = 4.8 ·10−4m2 s
from which we can calculate a cross section of σK-He = 2.35 · 10−14 cm2 for ΩK-He = 1. The
value obtained is in good agreement with values for collision cross sections have been reported
in the literature to be to be on the order of 10−14 cm2 [17, 104, 44, 103].
To check if the simulations have good agreement with the measurements at other flow

rates, we tried to predict the transverse signal for a measurement where we did not change
the ablation point and only altered the flow rates F . We then took the parameters used for
our best simulation for a flow rate of F = 10sccm and scaled the diffusion coefficient Dm

inversely proportional with the calculated density and shrunk σ of the initial distribution by
the same factor.

Figure 7.3(a) shows the obtained results. The simulation has qualitatively the same trend
as the measurement in the sense that the peaks arrive later in the detection region for higher
flow rates. The right flank of the potassium signal is governed by the process of diffusion and
extraction after thermalization and is to first order independent of the initial 39K distribution
in the cell. Here the simulations give good agreement between simulation and experiment.
Figure 7.3(b) shows the measured and simulated decay times of the signals fitted by a simple
exponential decay model
2These starting conditions are on the same order as a Monte-Carlo toy model predicted as a length the
particles travel before thermalized with the cold 4He (see A.3)
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Figure 7.3.: (a) Simulations of the extraction of the cell for different
flow rates F together with the measured signals. For the simulations the
diffusion Dm and the size of the initial distribution σ are scaled with a
F−1 dependence. The qualitative behavior is similar for measurement and
simulation. Increasing F leads to later arrival times of the peak signal tp.
Quantitatively tp is only poorly reproduced. (b) Measured and simulated
decay times τ at long timescales t > 2tp showing good quantitative agreement
suggesting that the model fits well at long timescales.

c(r) =A · exp(− t
τ

) (7.5)

where A is a scalar fitting factor and τ is the decay time. When the signal is characterized
by a peak time tp we fitted the exponential decay for t > 2tp.

Extraction Efficiency
A figure of merit in the experiment is the number of molecules washed out of the cell. We
take the integral of our measured absorption data as a measurement for the number N of 39K
atoms leaving the cell. This number saturates at F = 20sccm in our experiment. We can not
compare this number to the total number of 39K atoms produced during the ablation Ntot as
we can not measure this quantity. In the simulations on the other hand we know the initial
amount of 39K inside the cell volume and can therefore calculate an extraction efficiency E .
Figure 7.4 shows the result of our simulations together with the measured integrals scaled by
a constant scalar. The simulations confirm the qualitative expectations that for higher flow
rates a higher fraction of 39K atoms E is washed out of the cell. Whereas the simulation
already seem to saturate at a flow of F = 10sccm. Note that simulations and fitting to
experimental data is still ongoing work, and more quantitative conclusions are only expected
when comparing more data with the corresponding simulations. Up to now our best estimate
for a maximum extraction efficiency is Emax ≈ 25% for a flow rate of F = 20sccm.

7.1.3. Summary and Limits of the Scalar Transport Model
While the calculated collision cross section σK-He are in good agreement with values of
other experiments and the simulations reproduce the temporal shape of the 39K at long
timescales t > 2tp, the exact arrival time of the peak signal tp is only poorly reproduced,
presumably due to the simplification of a constant diffusion parameter Dm in the simulation.
Dm is principally dependent on the temperature T inside the buffer gas cell, therefore the
simulation assumes that the temperature of the buffer gas is constant between the ablation
and the extraction of the molecular pulse. In previous experiments it has been measured
that the time molecules need to thermalize in a buffer gas cell is on the ms-timescale and
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Figure 7.4.: Simulated extraction efficiencies E in orange. The measured
signals have been integrated and the obtained values have been fitted to the
simulated values, giving our best estimate for the extraction efficiency of
our cell in blue.

dependent on the 4He density and therefore the flow rate [104, 106]. Therefore the diffusion
coefficient should be larger during the first ms after the ablation in the buffer gas heated by
the ablation pulse and then decays to its value at T = 4K with a timescale proportional to
the 4He density in the cell. With such an improvement it might be possible to reproduce the
measured signals to a higher degree.
The simple F−1 scaling of the size of the initial 39K distribution is an additional sim-

plification which presumably does not capture all physical processes. For example the
hydrodynamic expansion of the hot 39K from the ablation spot into the buffer gas which will
be discussed in 7.1.4.

Summing up the simulations using a scalar transport equation show good agreement with
the experiment concerning the decay times τ of the signal at times well behind the peak
of the signal scaling with density in agreement to the scalar transport model. A collision
cross section σK-He = 2.35 · 10−14 cm−2 has been calculated well in the range of typical cross
sections measured in other buffer gas beam sources [17, 104, 44, 103]. Also the scaling of the
extraction efficiency with flow rates seems to be reproduced by the simulations, but further
measurements with changing cell geometries are necessary for verification.
A simulation predicting the extraction efficiency with a high reliability would be very

helpful as then the cell geometry can be optimized efficiently before implementing it in
the experiment. With the scalar transport model and presumably a non constant diffusion
parameter this goal should be in reach.
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Figure 7.5.: Typical absorption signals on (a) PD1, (b) PD2 and (b) fluo-
rescence signal on PD3 obtained when the measured signals are maximized
by changing the position of Lab on the ablation target. There are narrow
peak structures at early arrival times, which are not captured by the simple
advection-diffusion description.

7.1.4. Multi-Peak Structure
Figure 7.5 (a) shows the transverse absorption signals inside the cell and (b) behind the
aperture . Whereas in (c) a Doppler sensitive fluorescence signal resonant with a longitudinal
velocity class of v‖ = 216m s−1 at zfl = 0.32m is shown. These signals typically result when
the ablation laser is readjusted on the target on a new ablation spot to maximize the ablation
yield. Additionally to the diffusive atomic signal which we modeled in the previous section
7.1.1 there are additional peaks appearing at very short times after the ablation. These
structures have also been seen before by other groups [103, 89, 107] and up to now we are
not aware of an explanation of this feature in previous works.
The peaks at short times are changing in height from ablation shot to ablation shot

but the time they appear is reproducible. Most of the times we observe one additional
peak but as shown in Fig. 7.5(a) with a high ablation yield we see up to two peaks,
appearing at reproducible times after the ablation. We also measure this feature in the
longitudinal fluorescence signal where it is typically highest at longitudinal velocities of about
200− 250m s−1 indicating that the atoms thrown out of the buffer gas cell at early times
seem to be relatively thermalized to the buffer gas.

These structures are not captured by the simple advection-diffusion model in 7.1.1 where
it has been assumed that the ablation process does not alter the 4He flow field. Here we
propose an explanation for this feature as a result of the ablation process altering the 4He
flow field at short times after the ablation.
The ablation leads to a hot vapor at the target surface. The pressure inside this vapor

should be several times higher than the surrounding pressure of the 4He buffer gas. We tried
to simulate the impact of a high temperature and pressure region near the target surface on
our flow field. Unfortunately we were unable to do a full two species calculation up to now.
Still we can draw a lot of information from a one species calculation where such an ablation
bomb is introduced into the flow field. Therefore we use the same solver as was used to
calculate the 4He flow field rhoCentralFoam which is a transient solver. It calculates for
every time step the whole Navier-Stokes equations and therefore can be used to model the
given starting conditions. We take the converged flow field which was also presented in 6.3
as a starting field. We then initialize a small region on the surface of the target with a peak
temperature of 100K and a peak pressure of 100Pa and simulate the effect on the flow field.
The values for pressure and temperature are both well above the temperature and pressure
of the surrounding gas in the buffer gas cell, but the exact values are somehow arbitrary, as
here only the qualitative behavior will be simulated. The temperature and pressure in this
region are defined by a three dimensional Gaussian with a standard deviation of 5mm.
The results of the simulation are shown in Fig. 7.6. In the first row a pressure wave

emitted from the target surface can be seen which travels at sonic velocity through the cell.
This pressure wave carries temperature away from the ablation region, as can be seen in the
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Figure 7.6.: (a) Initial starting conditions at t = 0µs of the simulation.
The upper row shows the initial pressure distribution. The lower row shows
the initial temperature field. Apart from the region near the target surface
pressure and temperature are nearly constant over the whole cell volume. (b)
Result of the simulation at t= 120µs. The upper row shows a high pressure
shock wave traveling nearly spherically away from the target surface. In
the lower row it can be seen that two region of increased temperature arise.
One is located quite near to the target surface and diffuses further. The
other region is a result of the shock wave which convects temperature away
from the diffusive part located near the target.

second row. Therefore two regions of increased temperature arise: One those transport is
governed by diffusion in the first ms near the target surface and one region whose motion is
governed by convection with the emitted pressure wave.

Finally we are interested in the evolution of 39K in the non steady flow field simulated here.
But note that the transport of temperature T follows the same equations as the transport
of mass concentration c in 7.1.1. This is because temperature follows the same mechanism
of diffusion and the transport due to bulk motion, which is called convection rather than
advection for temperature. The transport equation for temperature is given by

∂T

∂t
=DT

~∇2T︸      ︷︷      ︸
diffusion

− ~v~∇T︸  ︷︷  ︸
convection

, (7.6)

which is the same as the equation for the transport of mass 7.1. The only difference is the
diffusion coefficient DT , which is typically higher for temperature than for mass diffusion,
whereas the effective transport through advection/convection for mass and temperature
are the same. Therefore if we track temperature in our simulations we can get the correct
advective behavior of 39K whereas the diffusive behaviour will be different due to DT ,Dm.
We therefore argue that 39K produced through the ablation behaves similar to the

temperature tracked in the shown simulation due to the same physical processes responsible
for mass transport as for temperature transport. The result would be two regions of increased
39K concentration in the buffer gas cell. A diffusive part which is later washed out by the
helium through bulk motion like simulated in 7.1.1 and one region of high 39K concentration
which is advected by the pressure wave.

Additionally, note that at the region near the ablation spot in Fig. 7.6(b) the pressure
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Figure 7.7.: In (a) time traces of pressure and temperature at the point
indicated on the left over the target are shown. There are several shock
waves apparent in the signal. The first peak is the initial shock wave which is
then reflected a few times leading to an pressure oscillation of the buffer gas
cell. The lower graph shows the temperature trace at the same point. The
temperature has several peaks due to the convected part which is reflected
back and forth through the cell and a slow diffusive underground. In (b) the
corresponding graphs behind the aperture are shown. They show the same
behavior of initial and reflected shock waves and the corresponding pressure
and temperature oscillations. The diffusive part of the temperature is not
seen in the signal as it diffuses too fast to be convected by the bulk motion
to the aperture.

falls under the surrounding pressure and the temperature is increased in this region. Both
circumstances would lead to a higher diffusion in the first few ms for 39K due to the
temperature and pressure dependence of Dm which after total thermalization reaches the
value as simulated in 7.1.1. This supports the conclusion drawn in the previous section 7.1.1
that a changing diffusion parameter in the scalar transport model would be valid and would
improve the simulations.

Figure 7.7 shows the time dependence of pressure and temperature at the shown points after
the ablation. At the point situated over the target several pressure peaks can be seen which
result from the initial shock wave as well as several reflections of it. In the temperature trace
the advected heat appears together with the pressure wave. Here, the diffusive background
can additionally be seen. The graphs on the right side show the corresponding graphs behind
the aperture and show the same behavior. Here the diffusive part in the temperature is not
apparent since the temperature diffusion is too fast such that it does not reach the aperture.
The points in time where the pressure wave and the corresponding convected temperature
travels through the observation region are the points where we do expect the 39K peaks in
our measurements. The first two peaks in temperature appear at t1 = 180µs and t2 = 280µs
in the simulation. The measured peak shown in 7.5 lies at tmeas ≈ 300µs showing that the
physical picture and the done simulation agree very well on the timescale. Therefore we
think that this advective transport of a pressure wave after the ablation is the reason for the
often seen multiple peak structure in laser ablation loaded buffer gas beam sources. The
exact timing of the emitted pulses of 39K will vary from ablation spot to ablation spot, due
to the changing distance between ablation point and nozzle. And maybe even more due
to the surface structure of the target. Depending on the roughness and the angle of the
surface the initial direction and amplitude of the pressure wave may be heavily altered. Still
the time between the ablation pulse and the initial peak and the subsequent times to the
reflected peaks will always be on the order of
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tsw ≈
LCell
c(T ) (7.7)

where LCell is a typical length of the buffer gas cell and c(T ) is the sonic velocity in the
buffer gas at temperature T . For a cell with LCell ≈ 2.5cm and a temperature of T ≈ 4K
the sonic velocity is c(4K)≈ 114m s−1 and therefore the typical peak time is tsw ≈ 220µs,
giving good agreement to our measurements. Depending on the heat introduced into the
buffer gas cell the sonic velocity may alter leading to deviations of tsw.
We think that a full two species calculation might give further insight. We would expect,

that the reflection at the cell walls is different for temperature and 39K, as the 39K atoms
will most probably condense at the surface and will not appear in the reflected wave. This
might be a reason why we see more temperature peaks in this qualitative simulation than
we observe 39K peaks in our measurements.

Figure 7.8.: 39K37Cl ablation target after several 1000 ablation shots show-
ing the disrupted surface structure. The target is mounted with cryogenic
glue (black) on the targetholder made of oxygen free copper.

7.1.5. Shot to Shot Variation of the Emitted 39K Pulse
The emitted pulse of 39K has a large shot to shot variation of up to 50% in the amount of
39K leaving the cell. Additionally we see that the temporal shape changes when the ablation
laser is moved across the target. Moving the ablation spot several mm can lead to differences
in the peak time tp of several ms, seen in the experiment and in the simulations using the
scalar transport model. Even when the ablation spot is not moved, the peak time changes
slowly, most times to later times after a few absorptions. We attribute this behavior to
changes in the surface structure of the ablation point, the Nd:YAG laser has a non Gaussian
spatial beam profile and it is known from material processing that the ablation using these
ns-Nd:YAG lasers leads to rather ugly ablation spots [108, 109]. Because of the different
surface structure the power density on the surface changes for subsequent ablation shots,
therefore ablating different amounts of material each time. Also the hydrodynamic expansion
of the initially hot potassium plume near the target surface will probably change from shot
to shot due to the changing surface structure leading to different spatial distributions of
the 39K after thermalization. Figure 7.8 shows a 39K37Cl ablation target after several 1000
ablation shots, it illustrates that the surface structure undergoes massive changes due to
the ablation. Many of these effects might be circumvented by using beam homogenization
of the ablation laser, for example with microlens arrays. This approach is used in material
processing and mass spectrometry [110, 111], the ablated area should change significantly
less from shot to shot and the signals might get more consistent.
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Figure 7.9.: Longitudinal velocity distribution measured in our experiment.
For a flow of F = 9sccm and a nozzle diameter of dap = 5mm. The data
is well described by a drifted Maxwell-Boltzmann distribution (6.8). Here
with T = 3.05K and w = 141.7m s−1 leading to a peak velocity of vp =
155m s−1. In gray a effusive distribution veff for 39K is shown together with
the hydrodynamic distribution calculated at the aperture vap. Indicating
that further acceleration behind the aperture takes place.

7.2. Molecular Beam Formation

In the following I present measurements of the longitudinal velocity distribution of 39K
measured in our experiment. Afterwards an introduction to the sudden freeze model normally
used to describe the final longitudinal velocity distribution of nozzle beams is introduced
and it is argued why it has to be extended for the relatively low pressure expansion behind a
buffer gas beam source to give results compatible with the observations.

7.2.1. Measured Longitudinal Velocity Distribution
We measure the longitudinal velocity distribution with the apparatus shown in Fig. 6.14. We
detune L‖ to be resonant with a certain longitudinal velocity class on the 42S1/2,(F = 2)→
42P3/2 transition and measure the induced fluorescence on a photodiode PD3. Additionally
we repump the atoms into the detection state with a non Doppler sensitive laser L⊥3 driving
the 42S1/2,(F = 1)→ 42P3/2 transition. The scheme is therefore similar to the one used in
the foregoing chapter 5. For each detuning we average the signal on PD3 for 16 ablation
shots and normalize the signal to the observed ablation yield which leaves the cell measured
in absorption on PD2. The inner cell absorption on PD1 showed a larger shot to shot noise
and normalization to this signal did not correlate as well, whereas the normalization to the
outer cell absorption on PD2 gives highly reproducible results.
Figure 7.9 shows the measured longitudinal velocity distribution for a flow rate of F =

9sccm together with a fit of a drifted Maxwell Boltzmann distribution. The distribution
peaks at vp = 155m s−1, well above the most probable velocity of effusive 39K at T ≈ 4K
(veff = 50m s−1) and even above the hydrodynamic distribution at the aperture. Which we
expect when 39K is fully entrained inside the 4He flow field up to the aperture ((wK = wK ≈
102m s−1 and TK = THe ≈ 3K)) and then directly leaves the cell without further acceleration.
For all flow rates measured F = 2− 25sccm the peak velocity in our experiment lies higher
than predicted by the aforementioned models, indicating that further acceleration takes
place during the expansion.
In the following I will describe this additional acceleration of 39K by first describing the

4He flow during the expansion with the sudden freeze model in 7.2.2. I will then explain
the partial entrainment of 39K in the expanding 4He flow field leading to a temperature and
velocity slip in 7.2.3.
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Figure 7.10.: Different flow regimes for the helium flow in a buffer gas
beam source when the flow rate applied leads to a hydrodynamic behavior
inside of the cell. Downstream of the aperture the density rapidly decreases
and hydrodynamic effects will seize. The sudden freeze model assumes that
a hydrodynamic description up until the freezing surface is valid where a
sudden transition to free molecular flow takes place.

7.2.2. End of the Hydrodynamic Regime and Transition to Free Molec-
ular Flow

The sudden freeze model [18] assumes that up to a certain distance behind the buffer gas
cell the system is described by hydrodynamic equations and then makes a sudden transition
to free molecular flow, see Fig. 7.10. At the location of the freezing surface the properties
of the gas freeze out and then stay constant downstream the beam path. This is the case
for longitudinal velocity and temperature. Whereas the density falls during the following
geometric expansion. As long as the density is high enough the system can be described
hydrodynamically and it can be shown [18], that for an axisymmetric free jet expansion the
Mach-numberMa follows the equation:

Ma[ε] = εκ−1(3 232− 0 7563 · ε−1 + 0 3937 · ε−2− 0 0729 · ε−3) (7.8)

where ε= z
dap

is the reduced distance with the aperture diameter dap and the symmetry
axis z. Note that this implies that the temperature THe and the forward flow velocity wHe
of can be calculated for every point along z 6.2.1. And with this the longitudinal velocity v‖
as a drifting Maxwell Boltzmann distribution can be given.
It can be shown that the mean number of collisions a particle will still experience down-

stream of its position ε during the expansion assuming a hard-sphere collision model is given
by [18]

Z2(ε) =
√

8
π
σn0dFhs(ε,κ,δ) (7.9)

where

Fhs(ε,κ,δ) = 1
κ

∫ ∞
ε

1
Ma(χ,δ)

(1 + κ− 1
2 Ma(χ,δ))−1/(κ−1)dε (7.10)
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Figure 7.11.: (a)Remaining collisions for a molecule entrained inside the
4He flow at 4K stagnation temperature and with dap = 3mm. For different
flow rates as a function of distance from the cell exit. (b) Location of the
quitting surface for dap = 3mm. For different flow rates.

The location εqs behind the aperture for which the number of remaining collisions Z2(εqs) =
1 is the location of the quitting surface, where the gas undergoes the transition to the free
molecular flow regime. Figure 7.11 (a) shows the remaining collisions during the expansion
assuming dap = 3mm and a constant collision cross section of 1.6 · 10−14 cm−2. Here one can
see that most of the collisions happen in the first few mm behind the cell exit, and that the
collision rate rapidly falls with increasing distance.
Figure 7.11 (b) shows the location of the quitting surface following this simple model for

the same parameters. Behind the quitting surface we do not expect the molecules entrained
inside the helium flow to experience further cooling or acceleration (longitudinal or transverse)
during the expansion. The results agree reasonably well with the measurements done in [103],
where hydrodynamic effects like rotational cooling and transverse acceleration were measured
to be present in the expansion of 88Sr19F up to 15mm behind a dap = 3mm aperture of a
buffer gas cell.

At the location of the quitting surface the Mach numberMa can be calculated and gives
the final velocity distribution of 4He3.

7.2.3. Velocity Slip
Finally we are interested in the velocity of the molecules which are entrained in the buffer
gas flow. If we follow the quitting surface model from the foregoing paragraph and assume
that 39K is fully entrained and thermalized (wK = wHe and TK = THe) with the buffer gas,
we can calculate the final velocity distribution given at the freezing surface of 39K too.

Figure 7.12 shows the dependence of the peak velocity of 39K following that model in
red together with the measurements we took. The graph shows qualitative agreement with
the measurements in the sense that there is an increase in velocity for higher flow rates
and that the effect of acceleration saturates for high flow rates, in agreement to previous
measurements from other experiments [44, 104, 17]. Still the absolute values obtained from
this model predict a much higher acceleration than it is observed in the experiment.

The location of the freezing surface and therefore the final velocity distribution is dependent
on the collisional cross section σK-He which it is not well known. It is possible to fit certain
regions of the flow rate with σK-He as a free parameter, but we were unable to fit the model
to the whole data. Additionally the diffusion inside the buffer gas cell do not agree with
3The sudden freeze model is known to give inexact results for the expansion of 4He as quantum dynamical

effects alter the 4He-4He cross section σHe-He shifting the freezing surface further away from the aperture
leading to even colder beams when expected from this model [18, 112]. Still we are interested in the
entrainment of 39K and due to the heavier mass, and therefore the shorter de Broglie wavelength of 39K
we do not expect these effect to be that pronounced for the σK-He cross section.
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Figure 7.12.: Most probable velocity measured in the experiment (blue
circles) for (a) an aperture with 3mm diameter and (b) with 5mm. The
red line shows the calculated velocity after the sudden freeze model if full
entrainment and thermalization is assumed. The orange circles show the
most probable velocity obtained by a Monte Carlo simulation of 39K in the
calculated 4He flow field leading to a velocity slip due to the higher mass of
39K and the relatively low number of collisions in the expansion.

the collisional cross sections obtained from such fits. Another drawback of this model is
that the predicted translational temperatures are much lower than the ones observed in the
experiment.
In hindsight this is not as surprising since the number of collisions in the expansion is

quite low. For a flow rate of F = 9sccm the model predicts that the remaining number of
collisions behind the aperture is N = 14. Remember that for thermalization of 39K with 4He
a characteristic number of κK ≈ 6 is needed due to the higher mass of 39K. Additionally
the low number of collisions is not enough to accelerate the 39K leaving the cell at around
vp = 118m s−1 to the values obtained from the freezing surface model (vp = 189m s−1).

The result of this should be a velocity and a temperature slip, known from the expansion
of binary gas mixtures [18] at room temperature, where 39K is not in thermal equilibrium
with its surrounding buffer gas when the transition to free molecular flow takes place.

7.2.4. Toy Model for the Entrainment Process
The low number of collisions gives us the opportunity to build a simple toy model to predict
the velocity distribution of 39K by a Monte Carlo simulation. In Figure 7.12 the results
of a simplified two dimensional hard disk model are shown in orange. It is assumed that
the molecular species at the aperture follows the longitudinal velocity distribution given by
the drifted Maxwell Boltzmann distribution with wap‖ = 102m s−1 and Tap‖ = 3K and a
transverse distribution with wap⊥ = 0ms−1 and Tap⊥ = 3K. We then let the 39K collide with
4He atoms randomly chosen from the corresponding 4He velocity distribution at distance
ε behind the aperture. Slower moving potassium atoms need longer to move the same
distance as faster moving 39K atoms and therefore collide more often with the 4He buffer
gas, which we take into account in the simulation. The simulation is done for 2000 39K
atoms and a histogram of the final distribution is plotted as shown in figure 7.13. Here the
simulation shows good agreement with the measured distributions. Showing that the physical
interpretation of a hydrodynamic free jet expansion of 4He described by the sudden freeze
model and a velocity slip due to the low number of collisions and the higher mass of 39K
seem to be a valid picture for the expansion process of a buffer gas beam source. We think
the velocity slip model to be physical and that it gives the correct picture of the entrainment
process of a heavier species in the expanding 4He. Unfortunately we were unable to measure
the beam properties at flow rates F > 20sccm up to now due to massive beam attenuation
for higher flow rates. The reason for this is probably back-scattered 4He from the 4K stage
or background 4He gas which builds up in our chamber at higher flow rates.
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Figure 7.13.: Measured velocity distributions for different flow rates F
(blue circles). In orange a histogram of the simulated distribution is shown.
The areas under all curves have been normed, so that the difference in
extraction efficiency is not depicted here.

Further improvement of the simulation might be accomplished by doing a full three-
dimensional Monte Carlo simulation and the implementation of the temperature dependence
of σK-He. Still at least the 4He-4He cross section is known to differ a lot from classical
calculations due to quantum mechanical effects [112]. And as we did not find any literature
about the temperature dependence of the 39K-4He cross section, we decided to not further
pursue the path of even more careful implementation of the Monte Carlo simulation.

7.3. Conclusion

An experimental apparatus has been set up from scratch reaching a base temperature
of T = 3.2K. Due to the implementation of charcoal cryopumps the apparatus holds a
background pressure during operation which rises only by 10−7mbarsccm−1 fulfilling the
requirements for upcoming experiments. The apparatus provides enough optical access for a
thorough beam characterization and can readily be equipped with other precursor targets
for the production of cold and slow molecular beams.

We used CFD simulations for the 4He flow to understand the appearance of vortices in the
used cell geometry and verified that the placement of a diffuser effectively reduces vortices
in the simulations. Indeed our measurements show no sign of vortices as the decays of the
39K signals behind the buffer gas cell can be described by a single exponential decay [104].

We measured the extraction characteristics and found that a simple scalar transport model
gives good agreement in terms of extraction characteristics and the decay of the pulsed 39K
signals. We found a 39K-4He scattering cross section of 2.35 · 10−14 cm−2 with this model.
We could not predict the temporal shape of the molecular pulses by this simple model as
the initial heating associated with the ablation pulse is not taken into account. Therefore
we argue that a better simulation could possibly be implemented by taking into account
the temperature dependence of the diffusion coefficient leading to higher diffusion in the
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first few ms after the ablation. We qualitatively simulated the effect of the ablation pulse
on the 4He flow field by initializing a small region with high pressure and temperature at
the target surface and simulated the effects on the flow field. Thereby we could give a
reasonable description of the often apparent multiple peak structures in buffer gas cells,
which we described by the advection of ablated material in the pressure wave released from
the ablation process.

The molecular beam formation process has been described by a combination of the sudden
freeze model for the 4He flow and a velocity slip model. Two dimensional Monte Carlo
simulations of a hard disk gas have been found to give good agreement of the entrainment of
39K inside the 4He flow field after the nozzle. The model already gave good results for two
different nozzle diameters without an adjustment of the 39K-4He scattering cross section.

7.3.1. Subsequent Source Improvement
During the writing of this thesis three versions of the buffer gas cell have already been tested.
Here we only want to quickly mention the first observations. The three cell geometries used
up to now are summarized in table 7.2.

Using extracted atom numberN as a benchmark, we can summarizeNVersion a <NVersion b <
NVersion c. And for the time τ which passes until all extracted particles leave the cell
τVersion a > τVersion b > τVersion c. The velocity distributions measured are similar showing
the same boost in velocity and all show full thermalization of the 39K extracted, T‖ ≈ 3K.
The best cell for our experiment aiming for a high intensity beam is therefore version c up
to now. We therefore deduce that a smaller cell geometry with an even faster extraction
would lead to an even higher signals. We already built a second version of the buffer gas cell
briefly described in the following section. From the transverse absorption data we estimate
the number of molecules extracted from the buffer gas cell (Version c) traveling at transverse
velocities near v⊥ = 0ms−1 , such that they absorb light from the detection laser, to be
N ≈ 1.5− 3 · 1011pulse−1.

dap Extension Diffuser
Version a 3mm
Version b 3mm
Version c 5mm

Table 7.2.: Different versions of the buffer gas cell implemented in the
laboratory up to now.

7.3.2. Second Version of the CBGB
We designed a second version of the geometry of our buffer gas beam source shown in Fig.
7.14. The cell is smaller in its inner volume having a main bore of 16mm in diameter,
therefore it should lead to faster extraction of the molecules, minimizing the loss inside the
cell.
We additionally put some thought into the guiding of the 4He flow. A diffuser is placed

such that the flow field is smooth over the entire cell volume. The cell has a cone shaped
nozzle guiding more particles through the aperture. Such a shape was seen in [113] to
increase the flow of cold molecules in a capillary loaded buffer gas beam source, but the same
arguments drawn there should be applicable for a laser ablation loaded source.
Another effect we want to investigate is the positioning of the target inside the cell.

Therefore the cell has two mounts for the precursor target. One at the side as before and one
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Figure 7.14.: Second version of the buffer gas beam source together with
the corresponding flow simulation. The cell comprises two target mounts to
investigate the effect on the extraction signal of the ablation point and the
initial momentum of the ablated material, which for mount A is perpendicular
and for B into the direction of the 4He flow.

placed on the diffuser itself. Regarding the flow lines of the initial helium flow the mounting
on the diffuser should be beneficial as an expanding helium plume from the surface of the
target would be transversely constraint by the 4He flow which has velocity components
aiming at the center line of the buffer gas cell. A similar geometry was used in [114] where
the particles of interest were introduced in the center of an expanding carrier gas and an
increase in intensity on the center beam line was observed.
Another effect which could be beneficial is that the main momentum of the expanding

ablation plume is perpendicular to the target surface. When the ablation takes place on the
target placed on the side the particles have to be "carried around a corner" by the buffer
gas, whereas the ablation plume of the target on the diffuser mount already has the "correct"
direction. The cell provides optical access for both ablation points.
After leaving the cell the molecules are not only accelerated in the longitudinal direction

but the expansion does also lead to an increased transverse velocity spread as the pressure
directly behind the nozzle is larger than the background pressure. The nozzle is then said to
be underexpanded. The increase of transverse velocity during the first few cm behind the cell
has already been measured in [44] to lead to transverse velocity distributions characterized
by full width at half maximum of ∆v⊥ ≈ 75− 120m s−1 and decreases the achieved beam
brightness. When the expansion is guided in a diverging nozzle up until the point of the
freezing surface we expect no further transverse expansion. Then the transverse velocity
distribution would be limited by the temperature Tex reached during the expansion which
should lie between the temperature of the cell body of TCell ≈ 4K and the temperature the
sudden freeze model predicts at the freezing surface TSF ≈ 1K leading to transverse velocity
spreads between ∆v⊥ ≈ 28− 56m s−1.
Therefore a 12◦ half cone nozzle has been built, which can be optionally used to give the

cell a converging-diverging nozzle shape similar to a de Laval nozzle. It is expected that
this nozzle shape leads to a more collimated molecular beam at the cost of an increased
longitudinal velocity. Such nozzles have already been used to increase the beam brightness
of beams produced in supersonic expansion sources and rocket engine nozzles. We want to
investigate the impact and possible benefits on a cryogenic buffer gas beam source.
Depending on our findings with this cell we want to decide on a final geometry for a

chemical source for CaF. Here solid Ca is ablated and a small amount of SF6 is applied
through a tube to the cell. This kind of source is seen to give more constant pulses with less
ablation energy and easier maintenance [115].
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Figure 7.15.: Explosion view of the second version of the buffer gas beam
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optionally attached to the buffer gas cell leading to a converging-diverging
nozzle shape similar to a de Laval nozzle and might help to collimate the
molecular beam.
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8
Outlook

During this thesis a type-II Zeeman slowing scheme for the purpose of molecular beam
slowing has been developed. Simulations of the slowing process for the example molecules
40Ca19F and 88Sr19F show efficient deceleration and compression of the one dimensional
velocity distribution into a narrow final velocity peak at slow velocities.

An atomic test experiment has been set up, realizing type-II Zeeman slowing on the
D1-line of 39K. The obtained results are comparable to a traditional type-I Zeeman slower
implemented in the same setup and the new scheme outperforms white-light slowing by a
factor of 20 in our setup. The differences in the slowing result have been described and
complemented with Monte Carlo simulations of the slowing processes.

A cryogenic buffer gas beam apparatus has been designed and implemented in the labora-
tory. The longitudinal velocity distributions have been measured showing a translational
temperature of T‖ ≈ 3K at longitudinal velocities centered at v‖ ≈ 150m s−1.

We used CFD-simulations to understand the appearance of vortices in the buffer gas flow
field and how they can be circumvented. A scalar transport model has been used to describe
the extraction characteristics showing good agreement with the long term decay of the
measured 39K signals. An explanation for multi-peak structures in the molecular pulses has
been proposed describing the structures as a result from the hydrodynamic expansion of the
ablated material and the resulting disturbance in the buffer gas flow field. Good agreement
for the measured velocity distributions has been found by a hydrodynamic description of
the beam formation process in the binary gas mixture by the sudden freeze model with an
additional velocity slip.

8.1. Towards Zeeman Slowing of 40Ca19F

The cryogenic buffer gas beam source built during this thesis can readily be used to produce
cold beams of 40Ca19F by only changing the molecular precursor target to 40Ca19F2.
The coil used for Zeeman slowing is currently constructed and has the same design as

the one used in chapter 5. The length of the coil is planned to be l ≈ 0.6m. The magnetic
offset field is designed to be around B0 = 300− 400G, whereas the increasing Zeeman field
has an amplitude of ∆B = 100− 200G. Behind the slowing region we plan to use a two
color magneto-optical trap [54] to capture the molecules. After a subsequent sub-Doppler
cooling stage the molecules could then be loaded into an optical dipole trap to study either
sympathetic cooling by adding an atomic species or to investigate evaporative cooling using
the schemes proposed in [62, 29, 30].

We use several diode laser systems at 995nm, 1057nm and 1056nm amplified by tapered
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amplifier systems to 3W, 2W and 2W respectively. Then we want to use sum frequency
generation (SFG) with light at 1550nm provided by a commercial fiber laser system1 (P1550 =
15W) to produce the necessary light at L00 = 606nm, L01 = 628.5nm and L12 = 628nm
respectively. Splitting the 1550nm light with a ratio of 7 : 7 : 1 to the respective SFG and
taking into account to loose 50% of the light from the tapered amplifiers through fiber
coupling and the expected conversion efficiencies of the crystals, we estimate to produce
P00 ≈ 1−1.5W, P01 ≈ 0.7−1W and P12 ≈ 120mW at the desired wavelengths. To frequency
lock the lasers we stabilize a scanning cavity by a software lock to the D1-line of 39K. We
then want to use the cavity to transfer the stability of the 39K laser system onto the lasers
L00,L01 and L12.

As soon as we have stable production of light at L00 = 606nm we will change the molecular
precursor target of the CBGB to 40Ca19F2 and start first spectroscopic measurements.

8.2. Dreams for the Future

A Chemical Beam Source of 40Ca19F
Since type-II Zeeman slowing is dissipative and allows a continuous loading of a subsequent
trap, further improvements are expected by continuous buffer gas beam sources. In the short
to medium term we want to change the molecule production from ablation of CaF to an
ablation of Ca while a small amount of SF6 is added to the CBGB through a second fill line
[115]. This kind of molecule production is known to have less shot to shot noise from the
ablation process.
This could be a first step towards a quasi continuous source of cold 40Ca19F. It might

be possible to focus a continuous wave (cw) laser onto the Ca-rod inside the buffer gas cell
to vaporize Ca, instead of a short ablation pulse. In [116] a quasi continuous neon buffer
gas source of cold ThO was implemented using the chemical reaction ThO2 +Th→ 2ThO
in a vaporization induced by a cw-laser. The source produced molecular pulses with pulse
widths up to 100ms and an increase of the molecule number per pulse of one order of
magnitude in comparison to a laser ablation loaded source was observed. The power of the
vaporization laser is limited by the heat load the cryogenic head tolerates while holding
its base temperature. The usage of neon at T ≈ 18K as a buffer gas is favorable here, our
cryogenic head can hold this base temperature up to heat loads of ≈ 20W.
The reaction Ca+ SF6 → CaF+SF5 is endoergic [117] but the chemical reaction cross

section with SF6 of Ca in a metastable state (3P) can be much larger than for Ca in the
ground state (1S) [118, 119, 120]. Therefore it might be favorable to optically pump Ca for
an efficient molecule production.

Magnetic Guiding
The biggest loss during radiative slowing is transverse spreading due to initial transverse
velocity components and the transverse heating during the slowing process. Molecules slowed
below 10m s−1 reaching the trapping region are simulated to have only transverse velocity
components below v⊥ < 0.4m s−1 for type-II Zeeman slowing. As the transverse losses scale
quadratically with v⊥ even transverse guiding schemes with potential depths in the m s−1

range have the potential to increase the flux at the trapping region considerably.
The principle of type-II Zeeman slowing with an increasing magnetic field ensures that

most particles are rapidly pumped into low field seeking states mJ = +1/2 in a magnetic field
Lrep and stay there until they are shifted into resonance with Lsl. This gives the possibility
to magnetically guide the particles to the trapping region to minimize transverse losses. For
1Koheras BOOSTIK
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Figure 8.1.: Possible magnetic guiding configurations which are under
investigation for implementation in the experiment. In (a) the molecules are
guided after the slowing, minimizing the loss after the slowing process due
to transverse spreading. In (b) the molecules are guided along the whole
slowing path, here it has to be taken care that the transverse magnetic
guiding field does not disturb the longitudinal Zeeman field. This may be
possible by using a higher order multipole guide, for example a dodecapole
which has vanishing magnetic field values near the center line where the
slowing lasers are present as it is shown in the inset.

transverse magnetic guiding schemes it has to be ensured that the guiding fields do not
shift the molecules into resonance with the slowing lasers Lsl, as this can lead to unwanted
further deceleration or even deceleration to a standstill. Behind the solenoid a guide with
depth of 2m s−1 corresponding to B⊥ ≈ 200G can be implemented straightforward as Lsl is
only resonant for slowed molecules for magnetic fields B > 500G . Inside the solenoid the
situation is different as the longitudinal field shifts Lsl nearer to resonance for all velocity
classes such that already small transverse guiding fields would disturb the slowing process.
This problem could potentially be circumvented by using a high order multipole guide, for
example a dodecapole as it is shown in the inset of 8.1(b). This has vanishing field values
near to its center line where Lsl provides strong deceleration forces. As soon as a molecule
leaves the region of high intensity of Lsl it feels a strong transverse magnetic field gradient
and is pushed back to the center line.
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A
Appendix

A.1. Supplementary Material to the 39K Type-II Zeeman
Slowing Experiment

A.1.1. Monte Carlo Simulations
To understand our data we perform three-dimensional Monte Carlo simulations of the slowing
process. To reproduce our data we must take into account several experimental parameters,
which we found to be crucial to give a good simulation result. Important parameters are the
finite beam size and the Gaussian beam profile of the slowing lasers, the power of the slowing
lasers and heating due to the spontaneous photon emission. Additionally of importance are
the fitted initial velocity distribution, which is given by a slightly boosted Maxwell-Boltzmann
distribution. Another effect comes into play at very low velocities. Here, the photon recoil
of Ldet itself pushes the atoms out of resonance itself. Then the density measurement in
the experiment becomes a flux measurement. We simulate this by assuming that after 750
photon cycles the atoms are accelerated by 750 · vrec = 10m s−1 and fall out of resonance
with Ldet. Taking into account the beam size of Ldet this is the case for atoms traveling
with v ≤ dbeam

750·τ ≈ 150m s−1. The full geometrical constraints of the experimental apparatus
especially the geometrical constraints of the detection region are equally important.

A.1.2. Laser Frequencies for Different Beam Slowing Methods
In Fig. A.1 the position in frequency of the slowing lasers used in the experiments in 5 are
shown. In red the transition frequencies of an 39K atom are depicted. The main transitions
of 39K leading to a trapping force in a magneto optical trap 42S1/2,(F = 2)→ 42P3/2 are
detuned from all slowing lasers by at least 400MHz in type-II Zeeman slowing.

This is different for white-light slowing. When the atoms are decelerated the 42S1/2,(F = 1)
levels fall out of resonance first and the slowing force stops. This lead to the effect that Lsl
is fully resonant with the 42S1/2,(F = 2) states. Therefore the trapping forces should be
lessened. This is also the reason why we had to use a fluorescence detection scheme for the
White-Light slowing measurement, as Lsl pumps the atoms out of the detection state.

A.1.3. Fluorescence Detection System
The fluorescence detection system used for the white-light slowing measurement was built
during a bachelor thesis [121] and is depicted in Fig. A.2 . To measure the low density beam
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A.2. Dipole Forces during the Slowing Process

Figure A.2: Fluorescence optics used
for the white-light slowing measurement.
Inner vacuum optics ensure that a large
solid angle of the fluorescent light is cap-
tured.

we had to use inner vacuum optics to maximize the solid angle of the fluorescence optics.
The light emitted from central point of the vacuum chamber is collimated through a lens, a
spherical mirror on the opposite side focuses light emitted in that direction back into the
center point so that it is additionally collimated by the lens. Outside of the vacuum chamber
is imaged onto a large area photodiode.

A.2. Dipole Forces during the Slowing Process

Here we want to estimate if the optical dipole force is of importance in the radiation pressure
beam slowing methods.
The dipole interaction of the particle with the slowing light leads to an AC-Stark shift

of the ground and excited states which is intensity dependent. Therefore the transverse
intensity distribution of a Gaussian beam profile leads to a dipole potential for the particles
in the ground state given by:

Udip(r) = 3πc
2ω3 ·

Γ

δ
· I(r) (A.1)

where c is the speed of light, ω is the angular frequency of the electronic transition, Γ is
the decay rate of the excited state, δ is the detuning from resonance of the applied laser field.
Here I(r) is the intensity profile in the transverse direction given by:

I(r) = 2P
πw2 · exp(−2r2

w2 ) (A.2)

where P is the total power of the laser, w is the Gaussian beam waist and r is the distance
to the center line of the laser beam. Depending on the sign of the detuning δ the atoms are
therefore either pushed to the center line if they see the slowing laser red detuned from their
transition frequency δ < 0 or they are pushed away from the center line for blue detunings
δ > 0.
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Figure A.3.: (a) The dipole force scales with δ−1 we therefore define
the worst case as shown here where a high power laser is just slightly blue
detuned to the transition frequency. (b) In blue the dipole potential is shown
schematically for a Gaussian beam profile. In orange the corresponding
acceleration is shown schematically. (c) Distance 39K traveled in this worst
case scenario when the longitudinal velocity is 150m s−1.

Typically dipole forces are applied in optical traps with high power focused laser beams
far detuned from resonance. While the power of the slowing laser here are typically much
lower and they are relatively broad in terms of their Gaussian beam waist. But note that
the detuning for radiative beam slowing is δ < 1GHz whereas the detuning used in optical
dipole traps is typically δ > 100THz. This can make the effect sizable again.
Considering type-I Zeeman slowing and chirped light slowing the laser Lsl is always seen

slightly red detuned for all velocity classes. Therefore the potential the particles experience
results in a force driving the particles to the center line.

This is different for White-light slowing or Type II Zeeman slowing. In white light slowing
for example all particles traveling at the capture velocity of the slowing light see the whole
frequency spectrum slightly blue detuned. After being slowed it is the other way around and
they see most frequency components of the slowing light slightly red detuned.
In Type II Zeeman slowing the situation is even more complicated. When an increasing

field configuration is chosen as it is here. Particles see Lrep blue detuned over the whole
slowing path and Lsl red detuned. Depending on the power and the exact detunings the
potential is then either attractive to the center line or repulsive and is additionally dependent
on the magnetic field and the velocity of the particle.

To estimate if we have to consider the effect in our experiments we want to give an upper
bound for the deflection from the center line when a particle traveling through the light field
sees parts of the light blue detuned to its optical transition.
Figure A.3(a) shows the situation in frequency space which we defined as the worst case

scenario. We assume a two level atom and that a laser broadened to 900MHz with a
modulation frequency of 12MHz and a total power of Ptot = 0.4W lies slightly blue to the
resonance frequency. This is the situation found in white light slowing for atoms traveling
near the capture velocity which we chose here as vcap = 150m s−1. The highest transverse
acceleration due to dipolar forces a⊥max is given at the inflection point of the Gaussian
beam profile lying at w/2 shown in Fig. A.3(b). As a an upper bound for the deflection we
assume the particles feels a constant acceleration of a⊥max and define the particles lost for
the radiative beam slowing process when they are deflected by w/2.

Figure A.3(c) shows the distance a particle at v=150m/s can travel before being deflected
by the aforementioned amount. In our experiment we worked with w = 10mm, Ptot = 0 4W .
This shows that even in this worst case scenario the effect of a dipolar deflection is still
negligible. But note that already beam sizes w of several mm or slowing lasers with several
W of power really can have effects and it is therefore worth it to look at the specific system
if dipolar effects are still negligible.
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Figure A.4.: a 39K-atom time signal measured with the QGA when ablating
a 39K35Cl pressed powder ablation target.b Calculated velocity profile in
blue together with a shifted Maxwell Boltzmann distribution fit. The distance
d between the target and the QGA ionization region is d≈ 0.9m the atoms
then have an velocity distribution peaking at around v ≈ 10000ms−1. The
fitted temperature is T ≈ 5.9 ∗ 104K.

To give a reasonable starting condition for our simulation we first estimate the size of the
39K plume injected into the buffer gas cell. We therefore took a measurement of the ablation
itself to get a rough estimate on the temperature the 39K has which is injected into the cell.
Fig. A.4 shows the time signal of the ablated 39K which is measured with our QGA. At time
t= 0µs the ablation laser is fired. The ionization volume of the QGA is at zqga = 0.9m away
from the ablation point. By assuming that the atomic pulse ejected from the target is short
compared to the pulse width that we measured at zqga away we can calculate the associated
velocity distribution shown in Fig. A.4. In orange a fit is shown assuming a drifting Maxwell
Boltzmann distribution for a flux measurement 6.8. Here T is the associated temperature of
the pulse whereas w boosts the whole distribution to higher velocities. This boost is due to
the hydrodynamic expansion of the high density 39K plume near the target surface directly
after the ablation. Through our fit we estimate w ≈ 6650ms−1 and T ≈ 59000K.
We can use this knowledge to implement a toy model Monte Carlo simulation. We use

a two dimensional model of hard disks and inject 100 molecules following the measured
longitudinal velocity distribution and a transverse distribution only given by the temperature
T and with no velocity boost. We then let each 39K atom collide with a 4He atom randomly
chosen following a 4K Maxwell-Boltzmann distribution. The mean free path is calculated
after each collision following formula 6.2 and the path of the 39K atoms is tracked. Since
each 4He atom is chosen from a thermalized Maxwell Boltzmann distribution the simulation
still has the simplification that the ablation does not alter the 4He distribution. We stop
the simulation for each 39K atom if its velocity vK is smaller than the average velocity of
thermalized 39K at 4K.
Figure A.5 shows the two dimensional spatial distribution obtained from this simulation

for our cell with dap = 3mm and F = 10sccm. The distribution has an umbrella like shape
and a size of approximately 10mm in the y-direction and of about 5mm in the x-direction.
The whole distribution is shifted from the injection point in positive x-direction due to the
boosted velocity in this direction from the ablation.
Summing up this toy model gives us an estimate of the size of the initial distribution of

cold 39K in our cell for the later simulation. Since the mean free path is proportional to ρ−1

we would expect that the size and distance from the ablation point of the initial thermalized
distribution scales accordingly.

97



A. Appendix
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Figure A.5.: Simulated spatial distribution of 39K atoms after thermaliza-
tion when injected at the origin with the measured velocity distribution of
A.4 into a thermalized cloud of 4He at 4K.

A.4. Picture of the Cell in the vacuum chamber

Figure A.6.: Picture of the cryogenic buffer gas beam source assembled
in the vacuum chamber. Here the charcoal can be seen which acts as a
cryopump for 4He at temperatures T < 10K.
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A.4. Picture of the Cell in the vacuum chamber
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